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Abstract


The United Nations is calling for the use of nature-based solutions to restore urban water resources and improve human wellbeing and biodiversity. Water quality and quantity are degraded by mismanaged urban systems where impervious cover decreases infiltration, warms runoff, and increases flooding. Riparian trees providing shade and green infrastructure devices providing infiltration can restore water quality and quantity. Management of these problems can be approached with computer algorithms to simulate and design potential solutions. This research involved development of computer algorithms to simulate nature-based restoration of urban river and stormwater systems by: 1) developing a new mechanistic model, i-Tree Cool River, as a tool for simulating how natural processes of riparian shade, stormwater infiltration, and mixing of river water and groundwater as hyporheic exchange reduce thermal pollution in an urban; and 2) developing new mechanistic algorithms of green infrastructure devices in the i-Tree Hydro model to link stormwater management with a catchment hydrology model linking atmospheric, vegetation, and subsurface transfer of water. The research first developed the river algorithms, and demonstrated how infiltration of stormwater to groundwater, rather than allowing for overland flow on warm impervious surfaces, could reduce the thermal loading. The research then developed the green infrastructure algorithms to simulate how bioretention basins, rain gardens, infiltration trenches, swales, and permeable pavement can recharge groundwater and increase subsurface flows to the catchment outlet, such as the river. The newly developed i-Tree Cool River and updated i-Tree Hydro models were designed to bring nature-based restoration designs to planners and managers involved with urban systems.

Key Terms: Urbanization, River thermal pollution, Urban stormwater reduction, Green infrastructure, Mechanistic model, i-Tree Cool River, i-Tree Hydro.

R. Abdi
Candidate for the degree of Doctor of Philosophy, June 2019
Theodore Endreny, Ph.D.
Department of Environmental Resources Engineering
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1 Introduction

1.1 Overview

This dissertation research addresses urban sustainability through nature-based solutions to obtaining ecosystem benefits from the urban forest and related water and energy balances.

The first problem this research addresses, in chapters 2 and 3, is thermal pollution in urban rivers, which occurs due to properties and processes in the urban terrestrial area, such as impervious surfaces generating warm stormwater. Thermal pollution is defined as an artificially elevated temperature of the water, which adversely degrades chemical and biological indicators of water quality (Herb et al., 2008). Thermal pollution has often been associated with discharges of coolant water used by industry and in energy production by power plants, but it is also associated with land-use change, including urbanization, river impoundment, channelization, and regulation (Langan et al., 2001). Urbanization can generate thermal pollution through changes in water shading, channel geometry, groundwater input, and inflows of storm water, and wastewater (Herb et al., 2009).

River water temperature is a critical water quality parameter for riverine systems which controls the concentration of dissolved oxygen needed for aquatic ecosystems (Sand-Jensen and Pedersen 2005) and the reactions and concentrations of riverine pollutants (Ficke et al., 2007; Segura et al., 2015). Water temperature can be one of the factors limiting the potential fish habitat in a river (Bovee 1982). Changes in the river thermal regime can significantly impact fish distribution, growth, mortality, production,
habitat use and community dynamics (Elliott et al., 1995; Ahmadi-Nedushan et al., 2007). This is a particular concern in receiving waters which have thermally sensitive water uses (Van Buren et al., 2000). Thermal pollution from such sources can actually lower power plant efficiency, reducing its coolant benefit; it can also require power plant shutdowns when river temperatures approach environmental regulation thresholds (Miara et al., 2013).

A national regulation limiting thermal pollution is Section 316(b) of the Clean Water Act (CWA). It requires the EPA to ensure that the location, design, construction, and capacity of cooling water intake structures reflect the best technology available for minimizing adverse environmental impacts, including thermal pollution (EPA, 2014). Urban development can also be regulated for thermal pollution. The Energy Independence and Security Act (EPA, 2014) requires the restoration of storm water temperature to predevelopment conditions on all federally funded construction projects (Jones et al., 2012). This research examines how the nature-based solutions of riparian forests and subsurface inflows can restore thermal pollution problems.

The second problem this research addresses, in chapters 4 and 5, is stormwater runoff hydrology in grey infrastructure, which disrupts the natural hydrologic cycle of infiltration and evapotranspiration. The grey infrastructure associated with urbanization typically modified natural hydrology in order to reduce local flooding, and this has often resulted in degradation of physical, chemical, and biological indicators of water quality (Brilly et al., 2006; Elosegi et al., 2010; Miserendino et al., 2011; Holt et al., 2012). Stormwater is more quickly removed from urban areas by replacing natural surface and
subsurface runoff flow paths with artificial flow paths in storm sewer and road networks (Palmer et al., 2010; Waltham and Connolly 2011). Once delivered to riverine receiving waters by storm sewers, the stormwater is more quickly conveyed out of the urban area by removing natural channel vegetation, sinuosity, and active-floodplain connectivity in the river corridors and installing straightened and incised flood conveyance channels (Bledsoe and Watson 2001; Stover and Montgomery 2001; Brilly et al., 2006; Miguez et al., 2009).

Physical impacts to the riverine ecosystem of this grey infrastructure include increased thermal pollution (Perry et al., 2011), higher velocity river flows, greater scour forces on riverine features, decreased woody debris, decreased substrate roughness elements, and decreased in-channel habitat (Deng et al., 2016). Chemical impacts to the riverine ecosystem include lower dissolved oxygen in the water column, greater turbidity in the water column, and higher concentrations of dissolved pollutants (Preston et al., 2003). Biological impacts to the riverine ecosystem include decreased the presence of native aquatic species, and an increased presence of invasive and undesirable aquatic species (Violin et al., 2011; Wang et al., 2012). Individually or collectively, these impacts cause riverine waters to be considered impaired relative to their ecosystem services and target use, which includes being drinkable, swimmable, and fishable (citation Clean Water Act, EPA impaired waters). This research examines how the nature-based solutions of green infrastructure can restore these stormwater problems.
1.2 References


2 A River Temperature Model to Assist Managers in Identifying Thermal Pollution Causes and Solutions

Abstract: Thermal pollution of rivers degrades water quality and ecosystem health, and cities can protect rivers by decreasing warmer impervious surface stormwater inflows and increasing cooler subsurface inflows and shading from riparian vegetation. This study develops the mechanistic i-Tree Cool River Model and tests if it can be used to identify likely causes and mitigation of thermal pollution. The model represents the impacts of external loads including solar radiation in the absence of riparian shade, multiple lateral storm sewer inflows, tributaries draining reservoirs, groundwater flow, and hyporheic exchange flow in dry weather steady flows and wet weather unsteady flows. The i-Tree Cool River Model estimates the shading effects of the riparian vegetation and other features as a function of heights and distances as well as solar geometry. The model was tested along 1500 m of a New York mountain river with a riparian forest and urban areas during 30 h with two summer storm events in 2007. The simulations were sensitive to the inflows of storm sewers, subsurface inflows, as well as riparian shading, and upstream boundary temperature inflows for steady and unsteady conditions. The model simulated hourly river temperature with an $R^2$ of 0.98; when shading was removed from the simulation the $R^2$ decreased 0.88, indicating the importance of riparian shading in river thermal modeling. When stormwater inflows were removed from the simulation, the $R^2$ decreased from 0.98 to 0.92, and when subsurface inflows were removed, the $R^2$ decreased to 0.94. The simulation of thermal loading is important to manage against pollution of rivers.
**Key Terms:** River thermal pollution; Mechanistic model; Urban hydrology; Riparian shading; Heat balance

### 2.1 Introduction

Excessive river temperatures are detrimental to water quality and ecosystem health (Herb et al., 2008). River warming can result from increased inflows of warm point and non-point source discharges, decreased inflows of cool sub-surface waters, removal of riparian shade, increased air temperatures, and changes in channel substrate and depth that increase absorption, conduction, and convection in heat transfer (Parker and Krenkel, 1969; Wunderlich, 1972; Pournasiri Poshtiri and Pal, 2016). River thermal pollution is often associated with discharges of coolant water used by industry, but it is also associated with land-use change, including urbanization, river impoundment, channel management, and regulation (Deas and Orlob, 1999; Langan et al., 2001). River temperature is a critical water quality parameter for riverine systems, that affects the saturation of dissolved oxygen (Abdi and Yasi, 2015; Sand-Jensen and Pedersen, 2005), kinetic reactions and resulting pollutant concentrations (Ficke et al., 2007; Segura et al., 2015), and fish distribution, metabolism, growth, reproduction, and mortality (Elliott et al., 1995; Ahmadi-Nedushan et al., 2007). Urbanization can elevate river temperatures through changes in riparian land cover which affects shade on the water surface, through river morphology which affects water depth, surface area, and velocity, and through flow connectivity with groundwater, stormwater, and other point and non-point source inflows (LeBlanc et al., 1997; Chen et al., 1998; Van Buren et al., 2000; Sridhar et al., 2004; Herb et al., 2009; Sun et al., 2015). When precipitation
strikes hot impervious surfaces of urban areas, this generates warmer stormwater relative to the temperature of river water (Jones et al., 2012; Hester and Bauman, 2013; Guzy et al., 2015).

River temperature management and mitigation of thermal pollution are best planned with simulation models that enable scenario evaluation, to explore relationships between river temperature response and drivers that vary in space and time (Edinger et al., 1968; Aboelnour and Engel, 2018). Caissie (2006) provides a review of research into the spatial and temporal drivers of river temperature, and the evolution of modeling approaches, including statistical models and cause-effect deterministic models, which we call mechanistic models. An illustration of field observed spatial and temporal variation is provided by Webb and Zhang, (1997) who monitored 11 reaches in southwest England, through July 1992 to February 1993, noting a correspondence between variations in hourly river temperature and variation in discharge and drainage area (180 km2 to 0.4 km2), channel surface area (17 m2 to 439 m2), depth (0.1 m to 0.5 m), slope (0.002 to 0.05), orientation (north-south to east-west), and riparian cover (pasture to dense woodland). They found drainage basin land cover, especially riparian vegetation, overwhelmed other drivers of temperature. In two separate studies of more than 16 rivers in the Washington, DC area, it was determined that runoff from impervious land uses entering rivers through urban storm sewers was the major thermal stressor, causing rapid (< 3 h) surges in temperature greater than 3 °C (Herb et al., 2008; Nelson and Palmer, 2007).
A comprehensive mechanistic model developed for river managers is Heat Source (Boyd and Kasper, 2003), which allows the user to specify local climatology, hydrology, morphology, and land use into Microsoft Excel and ESRI Arc View software, to simulate spatial and temporal variation in river temperature as a function of shortwave and longwave radiation, sensible and latent heat, riverbed conduction, and inflows from tributaries, groundwater, and hyporheic exchange. Data and algorithm limitations can constrain utilization of input-intensive mechanistic models, but these limitations can sometimes be overcome with innovations. Yearsly (2009) developed a semi-Lagrangian scheme to advect river heat within a large river network when channel morphology data needed by Heat Source (Boyd and Kasper, 2003) and similar models (e.g., HSPF, CE-QUAL-W2, and QUAL2K) were not measured. To better capture abrupt changes in velocity and riparian shading, Crispell (2008) created a retention time alternative to the advection-dispersion routing algorithm used in Heat Source (Boyd and Kasper, 2003), which maintains numerical stability at very fine spatial but coarse temporal discretization. For cases when observed boundary condition data are not available, Sun et al. (2015) modified the DHSVM–RBM mechanistic model of river temperature to use Mohseni et al.’s (1998) non-linear regression between weekly air temperature and river temperature to generate the upstream river temperature time series needed as a boundary condition.

The portability and accessibility of river temperature models are significant limitations for users interested in river management, pollution mitigation and restoration scenarios. The Heat Source model provides a balance between scenario simulation
options and model parsimoniousness that made it our choice as the base code for developing a free, open-source, lower-complexity river temperature model useful in river pollution mitigation and restoration. The complexity of HSPF, CE-QUAL-W2, and QUAL2K is high, each containing many non-temperature routines, and CE-QUAL-W2 representing a 2-dimensional (2D) domain. These three models do not simulate ecological processes important in scenario analysis, including hyporheic exchange and temporal variation in the riparian shade; HSPF does have a pre-processor to provide temporal variation in riparian shade, which we use in our code development (Chen, 1998). Glose et al., (2017) noted that the major limitation of Heat Source (Boyd and Kasper, 2003) is lack of automation in making multiple simulations for parameter calibration and sensitivity analysis, given it is written in the Visual Basic for Applications language within Microsoft Excel. Glose et al., (2017) addressed this limitation by using Matlab, a well-supported scientific programming language, to create the steady state model HFLUX, which represents many of the mechanistic processes in Heat Source. The HFLUX model (Glose et al., 2017) does not include the shade factor estimation and unsteady state routing algorithms of Heat Source (Boyd and Kasper, 2003), which are important in cases of temporal variation in shading and storm flow dynamics. Unfortunately, neither Heat Source (Boyd and Kasper, 2003) nor HFLUX (Glose et al., 2017) can be compiled into an executable, and therefore cannot be deployed outside of the VBA or Matlab environment.

This study created the i-Tree Cool River Model to address limitations of the Heat Source (Boyd and Kasper, 2003) and HFLUX (Glose et al., 2017) models and advance
mechanistic model simulation of river management, pollution mitigation, and restoration scenarios in a parsimonious manner. The i-Tree Cool River Model is designed to allow for flexible shading factor algorithms, steady and unsteady flow, as well as other heat and mass transfer processes. The i-Tree Cool River Model is an open-source tool written in C++, and its package contains the routines and an executable file for running the code, which can be downloaded from http://www.itreetools.org/research_suite/coolriver. The model executable is called at the command line along with a configuration extensible markup language (XML) file, which includes the required initial information. The i-Tree Cool River Model C++ algorithms can be edited and recompiled with Visual Studio 2017 Community Edition or later, which is freeware. The simulation output includes the simulated river temperature and the heat fluxes.

The objectives of this paper are to present the theory of the i-Tree Cool River Model, to apply the model in a case study with unsteady stormwater inflows, and to evaluate the importance of the heat and mass transfer processes. To that end, following the model development, the manuscript provides a model testing to address the application of the model. The science questions are: When analyzing sources of thermal pollution, and possible mitigation scenarios, what is the relative contribution of (a) storm sewer inflows, (b) subsurface inflows of groundwater and hyporheic exchange, (c) riparian shading and weather, on the accuracy of simulated river temperature?
2.2 Methods

2.2.1 Heat Flux Formulation

The i-Tree Cool River Model simulates an advection-dispersion equation with inflows and heat fluxes following Martin and McCutcheon (1999):

$$\frac{\partial T_w}{\partial t} = -U \frac{\partial T_w}{\partial x} + D_l \frac{\partial^2 T_w}{\partial x^2} + R_h + R_i$$  \hspace{1cm} (1)

where $T_w$ is the cross-sectional averaged river temperature ($^\circ$C), $t$ is time (s), $U$ is the reach average flow velocity (m/s), $x$ is river distance (m), $D_l$ is the dispersion coefficient (m$^2$/s), $R_h$ is the heat flux reaction term, also known as heat transfer (Wunderlich, 1972; Boyd and Kasper 2003), and $R_i$ is the reaction term of the external inflows. When $R_i$ is combined with the advection and dispersion terms in equation (1), they are collectively referred to as mass transfer (Wunderlich, 1972; Boyd and Kasper 2003). The $R_h$ and $R_i$ are defined as

$$R_h = \frac{\Phi_{net}}{\rho C_p D}$$  \hspace{1cm} (2)

$$R_i = \frac{Q_i T_i + Q_{GW} T_{GW} + Q_{Hyp} T_{Hyp} + Q_{SS} T_{SS}}{Q_i + Q_{GW} + Q_{Hyp} + Q_{SS}} - T_{t-1}$$  \hspace{1cm} (3)

where $\Phi_{net}$ is the net exchange of thermal energy (W/m$^2$), $\rho$ is the water density (kg/m$^3$), $C_p$ is the specific heat capacity of water (J/kg $^\circ$C), $D$ is the average water column depth (m), $Q$ is discharge (m$^3$/s), $T$ is water temperature ($^\circ$C), and subscripts $i$ is the river flow, $GW$ is groundwater flow, $Hyp$ is hyporheic exchange, and $SS$ is stormwater inflow. River velocities, dispersion, and inflows are calculated using standard methods,
described in Supplementary Materials Section S1. The subsurface inflows distinguish between hyporheic and groundwater inflows due to their different environmental processes and use a separate mathematical formulation for each term. For surface inflows, users can include tributaries in place of storm sewers, and assign an unlimited number of surface inflows for each cross section.

The net exchange of thermal energy is defined as in Boyd and Kasper (2003) as

$$\Phi_{\text{net}} = \Phi_{\text{longwave}} + \Phi_{\text{shortwave}} + \Phi_{\text{latent}} + \Phi_{\text{sensible}} + \Phi_{\text{sediment}}$$

(4)

where the $\Phi$ is the heat flux (W/m$^2$), and subscripts $\text{net}$ is the net heat flux at the water surface, $\text{longwave}$ is the longwave radiation flux at the water surface, $\text{shortwave}$ is the shortwave radiation at the water surface, $\text{latent}$ is the latent heat flux from evaporation, $\text{sensible}$ is the sensible heat flux representing the convective thermal flux from the water surface, and $\text{sediment}$ is the bed sediment heat flux representing conduction forcing at the water column interface.

The longwave radiation flux in Equation (4) is composed of positive downward fluxes from the atmosphere and land cover over the water surface, and a negative upward flux from the waterbody to the air, following the approach of Boyd and Kasper (2003):

$$\Phi_{\text{longwave}} = \Phi_{\text{atmospheric}} + \Phi_{\text{land cover}} + \Phi_{\text{back}}$$

(5)

where $\Phi_{\text{atmospheric}}$ is the atmospheric flux (W/m$^2$), $\Phi_{\text{land cover}}$ is the land cover flux (W/m$^2$), and $\Phi_{\text{back}}$ is the back-to-air flux (W/m$^2$). Atmospheric longwave radiation is a
function of air temperature and exposure from the river surface to the atmosphere, called the view-to-sky factor ($f$), calculated using Boyd and Kasper (2003)

$$\Phi_{\text{longwave}} = 0.96\varepsilon_{\text{atm}} \sigma (T_{\text{air}} + 273.2)^4 \min(f_1, f_2, f_3)$$  \hspace{1cm} (6)

where $T_{\text{air}}$ is air temperature ($^\circ C$), the $\varepsilon_{\text{atm}}$ is the emissivity of the atmosphere (0 to 1), $\sigma$ is the Stefan-Boltzmann constant ($5.6696 \times 10^{-8}$, W/m$^2$K$^4$), and $\min(f_1, f_2, f_3)$ is the minimum of the three view-to-sky factors (0 to 1), where $f_1$ represents building effects, $f_2$ represents vegetation effects, and $f_3$ represents topographic effects (Figure 1). The emissivity of the atmosphere $\varepsilon_{\text{atm}}$ is calculated using (Kustas et al., 1994)

$$e_{\text{atm}} = \frac{0.1e_a}{T_{\text{air}} + 273.2} \left(1 + 0.22C_L^2\right)$$  \hspace{1cm} (7)

where $e_a$ is the actual vapor pressure (mbar), and $C_L$ is the cloudiness, which ranges from 0 for a clear sky to 1 for full cloud cover (Dingman, 1994).

The view-to-sky factors value of 1 indicates a full unobstructed sky view (Boyd and Kasper, 2003; Westhoff et al., 2007; Benyahya et al., 2010). The general sky-view-factor formula for $f_i$ is computed for each cross-section based on Chen et al., (1998)
\[ f_i = 1 - \frac{2}{\pi} \frac{SA_i}{\pi} \]  

(8)

where \( i \) indicates the object at that cross-section, where 1 = building, 2 = vegetation, or 3 = topography; and \( SA \) is the shade angle (radians), computed as and \( h_c \) is the combined height of the objects above the water (e.g., if a tree is set on a hill, \( h_c = h_{\text{tree}} + h_{\text{bank}} \)), and \( \max(D_i) \) is the maximum distance from all objects at that cross-section to the edge of the water.

\[ SA_i = \tan^{-1}\left(\frac{h_i}{\max(D_{1,3})}\right) \]  

(9)

The land cover longwave radiation in Equation (5) also uses the view-to-sky factors. The land cover radiation represents the land cover, e.g., vegetation such as trees’ influence on water temperature, and the model by default sets land cover temperature equal to atmospheric temperature, following the approach of Boyd and Kasper (2003)

\[ \Phi_{\text{land cover longwave}}^{\text{cov 4}} = 0.96(1 - \min(f_1, f_2, f_3))0.96\sigma(T_{\text{air}} + 273.2)^4 \]  

(10)

The waterbody to air radiation term in Equation (5) is a function of water temperature, representing heat flux emitted from the water surface, following the approach of Boyd and Kasper (2003)

\[ \Phi_{\text{longwave back}}^{\text{back}} = -0.96\sigma(T_{w} + 273.2)^4 \]  

(11)

where the \( T_w \) is the river temperature (°C).
See the Supplementary Materials, Section S2 for the methods used to find the remaining right-hand side terms in Equation (4), which are short wave radiation, latent heat flux, sensible heat flux, and bed sediment heat flux. Table S1 and Table S2 lists the 10 input files required by i-Tree Cool River, and names and describes the parameters in each of the files.

2.2.2 Study Area and Model Inputs

The i-Tree Cool River Model’s accuracy in representing thermal loading was tested in unsteady state (i.e., wet weather) using unpublished data from 11 to 12 June 2007 for a 1500 m reach of Sawmill Creek, in Tannersville, New York (42.1955 N, 74.1339 W, WGS84). Sawmill Creek is a second-order mountainous river with varying watershed land use, starting in forests and transitioning to urban land. At the end of the Sawmill Creek study reach, the time of travel was approximately 30 min and the upstream watershed area is 8.16 km2, which includes a nested urban watershed of 1.8 km2 draining to the river in storm sewers (Figure 2a,b). Sawmill Creek flow at the upstream boundary was estimated using stage-discharge relations, monitoring stage with pressure transducers (manufactured by Global Water Instruments) at the upstream and downstream stations (0 m and 1500 m respectively) and in storm sewers. Stage was converted to discharge using the Manning equation, with stage converted to channel area and hydraulic radius using geometry relations, and the Manning roughness coefficients estimated from pebble counts Wolman (1954) at each cross section by Crispell (2008). We installed compound weir plates in the sewers and used the weir plate manufacturer equations to convert stage to discharge for the storm sewer...
inflows. Observed storm flows were corroborated with simulated flows by the i-Tree Hydro model (Yang, et al. 2011), calibrated to match the estimated baseflow.

Rainfall occurred twice during 12 June 2007 the first time with a 2 h duration totaling 3.3 mm and the second time with a 3 h duration totaling 8.4 mm. The storm sewer inflows were active during dry and wet weather, in dry weather due to illicit connections draining buildings, and in wet weather due to storm runoff. Crispell (2008) monitored river temperatures and storm sewer drainage temperatures at 12 river stations in the Sawmill Creek reach and the two inflow locations at 10-minute intervals using ibutton temperature data loggers, which were used to set boundary conditions. The temperature monitoring ibuttons in Sawmill Creek reach were strategically placed and considered representative of the reach temperature, capturing the influence of stormwater inflows after they had distance to mix with the channel water (Crispell, 2008). In the upstream section of the reach, between the cross section at station 0 m and a station at 600 m, the observed average river temperature increased by 0.03 °C per 100 m (3.3%), and between the cross section at station 900 m and a station 1500 m, temperature increased by 0.008 °C per 100 m (1%). In the middle section of the reach, between the cross section at station 600 m and station 900 m, the temperature increased by 0.1 °C per 100 m, three times the rate of the upstream reach, an increase attributed to the warming effect of the Tannersville’s storm sewer inflow (Table S3).

The i-Tree Cool River was also tested in steady state mode, e.g., no rainfall events, for a 475 m reach of Meadowbrook Creek (43.0306 N, 76.0680 W, WGS84), a first order and urbanized river in the city of Syracuse, New York (Figure 3a,b). Flow at
the upstream boundary, cross section survey data, and river temperature at 30 monitoring locations at 5-minute intervals were provided by Glose et al. (2017), who used these data to develop HFlux. We simulated the 5-day period of 13–19 June 2012.

The i-Tree Cool River Model simulated Sawmill Creek using input data from multiple sources. Specification of hourly weather data, including air temperature $T_{\text{air}}$, dew point temperature $T_{\text{dew}}$, shortwave radiation $S_{\text{in}}$, fraction cloudiness $C$, and wind speed $U_{\text{wind}}$ were obtained from the National Solar Radiation Data Base (NSRDB) station ID#1227776, located 23 km from the study site. The NSRDB provides satellite estimated surface radiation at 30 min intervals. The shading factor, $S_F$, in Equation (S2) and view-to-sky coefficients, $f$ in equation (S4) were estimated at 1 m intervals along Sawmill Creek using the TTools algorithm from observations of riparian vegetation and aerial images of the study area (Crispell, 2008). The river base width and bank slope were obtained from field surveys at each cross section (Crispell, 2008), which defined the irregular pattern of river widening and narrowing. The simulated Sawmill Creek reach was delineated into 15 segments considering the locations where the temperature was observed, with segment lengths no greater than 100 m, which resulted in a simulation timestep of 0.5 seconds to satisfy the i-Tree Cool River Model stability criteria. The simulations represented the observed conditions, as well as alternative scenarios to determine model sensitivity to shading, subsurface inflow, and the calculated upstream boundary condition, which are sometimes difficult to obtain. Our calculated upstream boundary condition was derived with Mohseni et al., (1998) Equation (122), a non-linear regression between air temperature and river temperature.
In the equation, the coefficient $\alpha$ is the estimated maximum stream temperature, $\gamma$ is a measure of the steepest slope of the function, and $\beta$ represents the air temperature at the inflection point.

Our observed upstream boundary condition was obtained from ibutton thermistor measurements. We analyzed the simulated and observed river temperatures for each of the cross sections averaged with respect to time to obtain a 30-hour average at each of the 12 cross sections. Simulations were written hourly for each cross sections, which can be written at any timesteps for each meter of the river. We ran this simulation using Equations (5) to (11) for longwave radiation, Equation (S2) for shortwave radiation, Equation (S11) for latent heat, Equation (S12) for sensible heat, and Equation (S15) for the sediment heat.

2.3 Results

2.3.1 Model Evaluation

A scatterplot of the 30-hours of simulated and observed river temperatures for each of the 12 cross sections along the 1500 m of Sawmill Creek reach provides insights on the relative goodness of fit for each cross section and associated drivers of i-Tree Cool River Model accuracy (Figure 4). At cross section 1, along the upstream boundary, as expected, the observed boundary condition, resulted in a model fit with an $R^2$ of 1.0. Downstream, the fit degraded. Initial conditions of 14.7 °C for all cross sections caused the largest deviations between simulated and observed temperatures.
for most scatterplots. The model underestimated observed temperatures at cross sections 4 to 12 by approximately 1 °C, while upstream cross section temperatures were cooler and closer to the initial condition. The falling limb of storm event hydrograph corresponded with deviations in simulations at 22:00 hours of day 1 and 02:00 h of day 2 for cross sections 9 to 12, overestimating temperatures by approximately 0.3 °C and 0.5 °C, respectively.

The i-Tree Cool River model simulated hourly water temperatures were not significantly different than the observed, for reach averaged data, based on the p-values calculated using a paired-samples t-test and the $\alpha = 0.05$ (See Table S3 for more details). The 30-hour average simulated and observed river temperature, along the entire 1500 m Sawmill Creek reach, increased by 0.4 °C at a slope of approximately 0.02 °C per 100 m, but with longitudinal variation in that slope. For the 1500 m reach, the model had a root-mean-square error (RMSE) of 0.03 °C and a coefficient of determination ($R^2$) of 0.98 with a p-value of 0.87 which was greater than the $\alpha$ of 0.05. The model simulated the relatively rapid increase in water temperature recorded by the sensors, between cross section 600 m and 900 m, corresponding to the reach with storm sewer inflow. This relatively rapid increase in temperature leveled at station 900 m, which is the first station downstream of the last storm sewer outfall. Relatively warm water in the Tannersville storm sewer entering Sawmill Creek between cross sections at station 600 m and at station 900 m was a major driver of the i-Tree Cool River Model forecasting a rise in river temperature during both wet and dry weather conditions (Figure S1a). During the wet weather, a total of 7 hours, the rate that simulated river
temperature increased from station 600 m to station 900 m at a rate of 0.32 °C per 100 m (Figure S1b), much steeper than during dry weather. During dry weather, the simulated river temperature from station 600 m to station 900 m increased at a rate of 0.04 °C per 100 m (Figure S1c), approximately 12% of the wet weather slope. The i-Tree Cool River algorithms for shading, net groundwater discharge, hyporheic exchange, and upstream boundary condition temperature influenced the simulation of longitudinal river temperature and the model goodness of fit. In all of the scenarios, the calculated paired t-test p-values were smaller than the $\alpha = 0.05$, rejecting the null hypothesis, $H_0$ of a significant difference between the means of the simulated and observed reach averaged river temperatures (See Table S5 for more details). When the shading algorithm was disabled, i.e., no shade was simulated, the i-Tree Cool River Model overestimated the river temperature for all cross sections by 0.34 °C, at a rate of 0.02 °C per 100 m, for the 30-hour period, 11 to 12 June 2007 (Figure S2), and the model RMSE increased to 0.36 °C and the $R^2$ decreased to 0.88.

Diurnal sinusoidal patterns of simulated and observed river warming and cooling were driven by the heat balance but disrupted by abrupt pulses of inflow due to warm runoff during the two storm events on 11 and 12 June 2007. The Sawmill Creek mean temperature, the average of measurements at the 12 cross sections, diurnally peaked at 15.8 °C by 15:00 h June 11, 2007 (Figure 5a), two hours after the peak in shortwave radiation (Figure 5b). By 20:00 hours, shortwave radiation has declined to 0, net radiation became negative, and river temperature has decreased from the peak of 15.8 °C to 15.1 °C. A storm event at 21:00 h 11 June 2007, and then again at 01:00 h of 12
June 2007, generates inflow of warmer water from the upstream and storm sewer, creating a temporary increase in temperature, which disrupts the sinusoidal pattern in cooling toward the diurnal minimum temperature at 05:00 h of 12 June 2007. Dry weather extends through the remainder of the simulation, and at 06:00 h of 12 June 2007, the increasing shortwave and thus net radiation reestablish heat flux as the main driver of the increasing river temperature, which peaks at 16.4 °C at 14:00 h. There was no significant difference between the simulated and observed time averaged river temperature datasets based on the paired-samples t-test and α = 0.05 (See Table S6 for more details). The model simulations of the abrupt pulses in river temperature during the wet weather, extending from hour 20 of day 1 to hour 3 of day 2, had a Nash-Sutcliffe Efficiency (NSE) coefficient of 0.9 and a p-value of 0.80 (Figure 5a). The magnitude of the simulated river temperature changes due to the inflow of stormwater from the Tannersville storm sewer system was 0.3 °C during the first storm and 0.4 °C during the second storm. The model simulations had their poorest fit with observed river temperatures during a 6 h period on 12 June 2007, between 03:00 and 09:00 h, centered at sunrise, when it overestimated the river temperature by an average of 0.13 °C.

The river temperature simulated by the i-Tree Cool River Model was a function of spatially and temporally varying contributions of groundwater, hyporheic exchange, and storm sewer inflow. Analysis of these components to thermal loading can assist in developing pollution mitigation or river restoration scenarios. In cross sections without storm sewer inflow and in the absence of rain events, the river temperature was
predominantly determined by river flow from the upstream reach, and groundwater only contributed approximately 1%, while hyporheic exchange contributed approximately 10% (Figure 6a; 350 m, and 1100 m). In cross sections with storm sewers, even in the absence of rain events, when the storm sewers discharged flow from illicit connections, they contributed approximately 25% of the flow influencing the cross section river temperature (Figure 6a; 800 m), which warmed the river water (see Table S4 reflecting warmer average temperature of the storm sewer in the dry weather). During wet weather, there was inflow from the storm sewer due to the flows from impervious areas, and this inflow contributed approximately 50% of the flow thereby influencing the river temperature (Figure 6b, 800 m) and provided the thermal load to the river system. Integrated along the 1500 m of Sawmill Creek reach, the contribution of groundwater summed to 15% of the total river volume, while the hyporheic exchange, which flows in and out within each sub-reach associated with a cross section, averaged approximately 10% of inflow in each sub-reach.

In addition to the analysis of unsteady simulations in Sawmill Creek, the i-Tree Cool River Model performance was analyzed for the steady state condition in Meadowbrook Creek for 13–19 June 2012. The i-Tree Cool River Model simulated the time averaged river temperatures at 30 cross sections with an RMSE of 0.2 °C. We combined these 30 cross sections into reach averaged river temperature data to examine the diurnal pattern driven by the heat balance (Figure 7a). There was no significant difference between the simulated and observed reach averaged river temperatures based on a paired-samples t-test and α = 0.05 (See Table S6 for more
details). The model simulations of the temperature for steady state in the Meadowbrook Creek study reach for 13–19 June 2012 had a NSE coefficient of 0.9 and a p-value of 0.72. The model captures how Meadowbrook Creek cools by 0.25 °C as it flows along the 475 m reach (Figure 7b), driven by the constant inflow of cooler groundwater.

2.3.2 Sensitivity Analysis

A sensitivity analysis of the i-Tree Cool River Model examined the fluctuation in simulated temperature with changes in input data to identify the most sensitive parameters, which is useful when considering impacts of environmental change. The sensitivity analysis was performed for steady and unsteady simulations. We used global sensitivity analysis to identify the most important parameters and coordinated this analysis with that for the Meadowbrook Creek reach in summertime, by Glose et al. [31], noting both models are based on Heat Source [27]. Glose et al. [31] used an observed boundary conditions and our Equations (1), (2), (4), (5), (6), (10), (11), (S2), (S11), and (S12), and varied discharge by ±10%, groundwater temperature ±15%, varied shading factor and view-to-sky factor by ±20%. They identified groundwater as the most sensitive parameter, with a ±0.2 °C change on average stream temperature. We replicated this sensitivity analysis to the 1500 m Sawmill Creek reach, confirming these sensitivities. We then extended the analysis in the 1500 m Sawmill Creek reach to consider varying parameters of storm sewer temperature, sediment temperature, and recorded boundary conditions temperature by ±15% (Figure S3) and varying parameters of substrate hydraulic conductivity (SHC), cloudiness factor (Cl), and groundwater discharge (GW) by ±20% (Figure S4). When storm sewer temperature was
varied by ±15%, the reach-averaged temperature changed by 1.65% (0.27 °C). When sediment temperature was varied by ±15%, the reach-averaged temperature changed by 0.3%. When upstream boundary conditions temperature was varied by ±15%, the reach-averaged temperature changed by 9.5%. When substrate hydraulic conductivity was varied by ±20%, the reach-averaged temperature changed by 0.15%. When cloudiness factor was varied by ±20%, the reach-averaged temperature changes by 0.02%. When groundwater discharge factor was varied by ±20%, the reach-averaged temperature changes by 0.03% (Table S7). Based on this analysis, the most sensitive model parameters, ranked in order of importance, are upstream boundary conditions, storm sewer temperature, sediment temperature, substrate hydraulic conductivity, groundwater discharge, and cloudiness (additional sensitivity analysis is presented in supplementary materials Figures S3–S6).

2.4 Discussion

The i-Tree Cool River Model simulated the warming effects of the many potential sources of thermal pollution, including radiation fluxes and urban runoff, both dry weather illicit connections and wet weather stormwater. The model also shows how groundwater and hyporheic exchange inflows can provide a cooling effect, providing a comprehensive approach to assessing and perhaps mitigating thermal loading. To determine which factors are most effective in such management, this discussion provides some perspective on the effects of each warming and cooling effect.

The impact of urban runoff on the average temperature was rapid, within 1 hour of the onset of precipitation, and caused a temperature increase of 0.3 °C for the first
storm, and 0.4 °C for the second storm of 12 June 2007. The rapid and large change in river temperature can be attributed to the short duration event, which Herb et al. (2008) suggest when rainfalls only last 2 to 3 h will make the largest impact on raising stormwater and water temperature. The urban storm sewer area was approximately 21% of the watershed drainage area and had 35% impervious cover, which contributed to a relatively large volume of flashy, warm, stormwater response. Relative differences between air and water temperatures contribute to the warming, as noted by Herb et al., (2008); for the Sawmill Creek reach the average air temperature was 21.2 °C and average dew point temperature was 18.0 °C, both warmer than the average river temperature which was 15.2 °C. Even though the two rainfall events occurred at night during 12 June 2007, when solar radiation was not present, the prior day averaged 20% cloud coverage, allowing 80% of summer shortwave radiation to reach the small albedo impervious surface.

Simulation of the effects of the nighttime stormwater thermal load in riverine receiving waters on Sawmill Creek contributes additional data and tools to the investigation and management of the urban heat island. A common signature of the urban heat island is elevated nighttime air temperatures in urban areas relative to rural areas, due to physical differences affecting solar heating, such as albedo and thermal capacity, and anthropogenic heat sources (Memon et al., 2011). Daytime insulation is a common driver of thermal loading of receiving waters (Hathaway et al., 2016), but for 12 June in Tannersville, the daytime solar heating of impervious area did not cause thermal loading of the river until the nighttime wet weather event. The nighttime
precipitation landed on warm impervious surfaces, retaining much of their daytime elevated surface temperatures due to high capacitance, and this surface warmth was conducted into the stormwater entering the relatively cool, rural origin, receiving water. The effect of urban heat islands on rivers was studied by Somers et al., (2013), who noted a 1.6 °C higher warm season temperature in urban rivers than forested rivers, and 8 °C greater spatial variation in urban rivers than in rural river temperatures along a 1 km transect. During a daytime storm event affecting all rivers, the temperatures in urban rivers rose as much as 4 °C, compared with a negligible rise in temperature in the forested rivers (Somers et al., 2013). Nelson and Palmer (2007) forecasted the thermal impact of individual storm events and found storm-induced river temperature surged by 3.5 °C for the warm season in urban watersheds near Washington, DC, USA; with drainage areas averaging 8 km².

Proper simulation with the i-Tree Cool River Model of unsteady flows and their thermal pollution of receiving waters requires consideration of model goals and limitations. Typical model goals are either model inter-comparison for contrasting scenarios, such as varying impervious or tree cover, or model simulation for hindcasting or forecasting. In cases of model inter-comparison, the model has fewer limitations and the model physics will allow users to consider changes in river temperature for changes in study site conditions; model simulation has accuracy constrained by the accuracy of inputs as well as a model epistemic error (Beven, 2013; Glose et al., 2017). This project attempted to improve accuracy of model simulations in Sawmill Creek by obtaining accurate data of the storm volumes and temperatures entering at the upstream and
storm sewer locations along the boundary, using ibutton sensors, which are widely used for river temperature monitoring (Crispell and Endreny, 2009; Hester et al., 2009; Glose et al., 2017). In cases where point or diffuse sources enter at multiple, unspecified locations along the river channel, such as with groundwater seeps, ibuttons may be inefficient and a better monitoring approach may involve using distributed temperature sensing system (Sand-Jensen and Pedersen, 2005; Westhoff et al., 2007) for high-frequency time series, or from forward-looking infrared radar (Loheide and Gorelick, 2006) temporally coarser data. An alternative to monitoring storm sewer inflow temperatures is estimating those temperatures using models of impervious runoff (Herb et al., 2009; Kim et al., 2008), and upstream boundary conditions can be estimated using air temperature records with the Mohseni et al., (1998) non-linear regression.

Groundwater and hyporheic exchange were significant factors of temperature regulation during wet and dry weather. The section of Sawmill Creek simulated by the i-Tree Cool River Model had groundwater flow rates of approximately 0.0024 m³/s per 100 m, or 1% of flow, and riverbed longitudinal slopes that generated 10% contributions of hyporheic exchange (Figure 6). This combined subsurface flow, through the model inflow routines, contributed a cooling effect for the simulated summer period in 11–12 June 2007. Removing these inflows from the simulation caused the model to achieve RMSE of 0.18 °C and $R^2$ of 0.94, less important than the cooling through shading and the heat flux routines, when removed generated a RMSE of 0.36 °C and $R^2$ of 0.88. In winter, when river temperature is typically below subsurface water temperatures, this inflow would likely contribute a warming effect, as observed in other rivers by Risley et
al., (2010) and Kurylyk et al., (2016). From a survey of other studies, the relative contribution of groundwater and hyporheic exchange inflow with river water varies by site conditions and time. Poole and Berman, (2001) working in mountain rivers, with bed slopes above 2%, also found the surface water received a larger volumetric inflow from hyporheic exchange than from groundwater, while Glose et al., (2017) working in valleys with approximately 1% slopes did not identify significant hyporheic exchange and set groundwater as the only subsurface source of inflow.

Riparian shading from tree canopy, hillslope, and buildings provided the only land-based reduction in shortwave radiation and the view to the sky for the river, which influenced the longwave radiation. We used model inter-comparison simulations to contrast a scenario with and without shading and determined shading cooled river temperatures by an average of 0.34 °C during the 30 hours period. The landscape contribution to shading varied longitudinally along the reach, and at cross-section 9 was primarily from building shade, while upstream at cross sections 1 to 5 was primarily forest; hillslope topography provided minimal shading at this site. Shading is a concern in river thermal loading, and shallow and slow moving water is more vulnerable to such warming, and others have modeled this effect. Sun et al. (2015) simulated 6 years along 6 separate reaches ranging in length from 85 to 1185 m of Mercer Creek in Washington State, and determined that tree and hillslope shading reduced the annual maximum temperatures by 4 °C. Roth et al. (2010) simulated three cloud-free summer days in August 2007 along a 1260 m section of the Boiron de Morges River in southwest Switzerland, and determined riparian shading, by decreasing shortwave radiation,
decreased daily average water temperatures by 0.7 °C. Guoyuan et al. (2012) demonstrated predictions of shade from riparian vegetation (e.g., the Chen et al. (1998) method used in i-Tree Cool River) were sensitive to the interaction of river azimuth and latitude, with E-W rivers in low latitudes benefiting least from riparian shade. Lee et al. (2012) recommended for effective reduction in shortwave radiation, riparian areas utilize shading angles of 70° (1.22 radian) and view-to-sky factors smaller than or equal to 0.22. In the 1500 m Sawmill Creek reach, less than 10% of the view-to-sky factors were smaller or equal to 0.22 and shading angles averaged 50°, and therefore additional thermal management opportunities are present.

The i-Tree Cool River Model was designed to assist river managers assess mechanistic causes of thermal pollution using free, open source, relatively simple algorithms in order to negotiate the balance between complexity and accuracy. While the model requires several input files, many of these can be obtained from publicly available data, site surveys, or estimation approaches; for model inter-comparison studies the accuracy of input data become less critical than in forecast simulations. The number of input files required by the model is comparable to other mechanistic models simulating river temperature, such as HFlux, HSPF, and QUAL2K, which require approximately 25 to 40 parameters, spatial data of river geometry and riparian features, and time series data describing the weather and discharge. Obtaining these inputs is a potential limitation of the i-Tree Cool River Model, and methods to obtain or estimate these input files are discussed above.
2.5 Conclusions

In this study, we developed the one-dimensional mechanistic i-Tree Cool River Model to simulate river temperature considering a combination of advection, dispersion, heat flux, and inflow processes. The i-Tree Cool River Model has the ability to analyze the impacts of external loads including multiple lateral storm sewer inflows, groundwater flow, and hyporheic exchange flow in steady and unsteady flows. The i-Tree Cool River Model estimates the shading effects of the riparian vegetation and other features as a function of heights and distances as well as solar geometry. The model performance was tested in steady and unsteady modes for the Meadowbrook reach in Syracuse, New York and Sawmill Creek in Tannersville, New York, respectively. The i-Tree Cool River Model performed satisfactorily in both simulations. The model can be used to conduct thermal pollution analysis of urban areas and investigate land cover and hydrology-based mitigation methods. The simulated river temperature of the i-Tree Cool River Model can be used for other environmental models, such as urban development models, atmospheric models, climate change models, and hydrology models.
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2.8 Supplementary Materials

2.8.1 River Velocity, Dispersion, and Inflows (Section S1)

The i-Tree Cool River Model uses inputs of river discharge to solve for the advection and dispersion terms in equation (1) as well as solve for the inflow reaction term, $R_i$ in equation (1 and 3). In unsteady conditions, such as during a storm, the model determines river velocity and dispersion using the one-dimensional St. Venant equation, which is solved numerically using the finite difference method given in equations (3-25) to (3-29) by Boyd and Kasper (2003). This St. Venant finite difference method uses the Manning equation to relate velocity with river water depth, wetted perimeter, and cross-sectional area. The Manning equation operates in trapezoidal, triangular, or square channels with prescribed width, roughness, and side slope. The i-Tree Cool River Model uses a version of the Manning equation provided by Boyd and Kasper (2003) in equation (3-11). The Newton-Raphson root finding iterative method is used to solve the Manning equation and determine the adjusted wetted depth, hydraulic radius, wetted perimeter, cross-sectional area, and bottom width (Boyd and Kasper, 2003). The i-Tree Cool River model uses the estimated velocity with the MacCormick method to determine the rate at which river water temperature travels between cross sections, using equations (2-119) to (2-122) from Boyd and Kasper (2003). The St. Venant finite difference method requires compliance with Courant and frictional stability conditions for each node every timestep, using equations (3-30) and (3-31) of Boyd and Kasper (2003). In steady state conditions, the model can determine velocity and dispersion using the St. Venant method, as done by Boyd and Kasper (2003), or the
user can select the Crank-Nicolson numerical method to solve a coupled set of velocity and temperature equations, following the approach of Zheng and Bennett, (1995).

Inflows are composed of surface and subsurface sources. The surface inflow terms, $Q_{ss}$ and $T_{ss}$ of equation (3) are input as a time series of flow rate ($m^3/s$) and temperature (°C), respectively, for any node receiving storm sewer, tributary, or other surface inflows. The flow and temperature values are either provided through measured observation or through estimation; we used observation in our study below.

The subsurface terms for groundwater inflow, $Q_{GW}$ and $T_{GW}$ of equation (3) are input as a time series of groundwater flow rate ($m^3/s$) and temperature (°C) for each node and can be based on observation or estimation. The groundwater temperature was set to a constant 14.4 °C for the simulation period which was based on a function of annual average air temperature warming slightly in the summertime. Groundwater inflow was determined from observation, measuring baseflow at the upstream (station at the 0 m) and downstream (station at the 1500 m) sections of the Sawmill Creek during dry weather, and computing the inflow rate per unit length of the reach.

The subsurface hyporheic flow rate ($m^3/s$), $Q_{Hyp}$, and hyporheic flow temperature (°C), $T_{Hyp}$ terms of equation (3) for each node can be based on observation or estimation. Similar to groundwater flow, the hyporheic temperature was set to the constant 14.4 °C and hyporheic inflow was calculated in the i-Tree Cool River Model based on the Darcy's Law (Domenico and Schwartz, 1990) as
\[ Q_{\text{hyp}} = A_S K_S \frac{dh_D}{dx} \]  

(S1)

where \( A_S \) is cross-sectional area of seepage face (m²), \( K_S \) is dominant substrate hydraulic conductivity (m/s), \( h_D \) is hydraulic head for Darcy calculation (m), and \( x \) is the model distance step (m).

2.8.2 Heat Flux Calculations (Section S2)

2.8.2.1 Shortwave Radiation (First Method; Section S2.1a)

The model provides two methods for calculating shortwave radiation. The first method calculates the total shortwave radiation in equation (4) is a function of the incoming solar radiation observed at the edge of the atmosphere (Ouellet et al., 2014), which i-Tree Cool River can calculate with two methods. The first method is based on the albedo and a shading factor, which is based on the riparian vegetation condition along the river reach (Chen et al., 1998)

\[ \Phi_{\text{shortwave}} = S_{in} (1-a)(1-SF) \]  

(S2)

where \( S_{in} \) is incoming shortwave radiation, the sum of direct and diffuse shortwave radiation, \( a \) is the albedo (0 to 1), and \( SF \) is the estimated shading factor (0 to 1, with 1 for complete shade).

2.8.2.2 Shortwave Radiation (Second Method; Section S2.1b)

The second method for evaluating the shortwave radiation combines the adjusted direct and diffuse shortwave radiation, and uses sky view factors and shading width in place of a shading factor (Sun et al., 2015)
\[ \phi_{\text{shortwave}} = \phi_{\text{Direct shortwave}} + \phi_{\text{Diffuse shortwave}} \]

(S3)

The view-to-sky factor is applied to compute the topographic shading effect on diffuse solar radiation (\( S_{\text{diffuse shortwave}} \)) (Chen et al., 1998)

\[ \phi_{\text{diffuse shortwave}} = S_{\text{diffuse shortwave}} (1 - \alpha) \min(f_1, f_2, f_3) \]

(S4)

Direct shortwave radiation is computed using two steps, accounting for the width of shade across the river surface, and the river slope and aspect, as well as solar azimuth and altitude (Sun et al., 2015)

\[ \phi_{\text{Direct shortwave}} = \phi_{\text{Direct shortwave}} \left(1 - \frac{W'}{W_{\text{river}}}\right) \]

(S5)

where \( W' \) is the width of the effective shading and \( W_{\text{river}} \) is the river section wetted width, and are explained in the next paragraph, and \( \phi_{\text{Direct shortwave}} \) is

\[ \phi_{\text{Direct shortwave}} = S_{\text{Direct shortwave}} (1 - \alpha) [\sin \alpha \cos \varphi \cos (\beta - \theta_{\text{sun}}) + \cos \alpha \sin \varphi] \]

(S6)

where \( S_{\text{Direct shortwave}} \) is the incoming direct shortwave radiation, \( \alpha \) is the longitudinal water surface slope (radians), \( \beta \) is the aspect with 0 set to true north (radians), \( \theta_{\text{sun}} \) is solar azimuth angle (radians), indicating the angle of the position of the sun relative to true north, and \( \varphi \) is solar altitude (radians). The second method for calculating shortwave radiation, can reduce to the first method, in cases of full shade and full sun. For the case of full sun, the shade angle, \( S_A = 0 \) and \( f_i = 1 \), resulting in \( \phi_{\text{Diffuse shortwave}} = S_{\text{Diffuse shortwave}} (1 - \alpha) \) for equation (S4), and the complementary term \( \phi_{\text{Direct shortwave}} \) becomes \( \phi_{\text{Direct shortwave}} = \)
$S_{\text{direct}} (1 - a)$ when $\varphi = \pi/2$ in equation (S6) and $W'_{\text{eff}} = 0$ in equation (S5). For the case of full shade, the corollary occurs, with $SA = 1$ and $f_i = 0$, and $W'_{\text{eff}} = W_{\text{river}}$ in equation (S6), resulting in no solar radiation on the river.

The total shadow width, $W_{\text{shade}}$, of near river objects, is calculated at each time step as a function of solar azimuth, altitude, and river azimuth ($\theta_{\text{river}}$), in addition to object height at each node (Sun et al., 2015)

$$W_{\text{shade}} = (h_i) \left| \frac{\sin(\theta_{\text{sun}} - \theta_{\text{river}})}{\tan \varphi} \right|$$  \hspace{1cm} (S7)

where the $h_i$ is the combined height of the topography ($i = 3$) and building or vegetation bordering the river. When building and vegetation are present, the object is selected based on which has the largest shade angle $SA$ from equation (9) of the main text. The river width and distance from river to the shading object is compared with $W_{\text{shade}}$ to determine the distances across the river surface covered in shade, and to determine the width of river effectively shaded, $W_{\text{eff}}$ and the width of river directly under an overhanging object, $W_{\text{overhang}}$ such as tree canopy (Chen et al., 1998). The model estimates the tree canopy width protruding from the tree trunk midpoint as 10% of the tree height (Chen et al., 1998). The overhang is computed for either left or right banks (Chen et al., 1998) as

$$W_{\text{overhang}} = \begin{cases} (0.1 h_{\text{tree}} - D_{\text{canopy}}) \rho_{\text{reg}} & \text{if } (0.1 h_{\text{tree}} - D_{\text{canopy}}) < W_{\text{stream}} \\ W_{\text{stream}} \rho_{\text{reg}} & \text{if } (0.1 h_{\text{tree}} - D_{\text{canopy}}) \geq W_{\text{stream}} \end{cases}$$  \hspace{1cm} (S8)
where $\rho_{\text{veg}}$ is the average density of the vegetation canopy, which ranges from 0 to 1 (unitless). The effective shading width is computed using Beer’s Law as (Chen et al., 1998)

$$W_{\text{eff}} = \begin{cases} (W_{\text{shade}} - D_t - W_{\text{overhang}})(1-e^{-\lambda L_{\text{avg}}}) & \text{if } S_{A_{\text{veg}}} > S_{A_{\text{lor}}} \\ (W_{\text{shade}} - D_t - W_{\text{overhang}}) & \text{if } S_{A_{\text{lor}}} > S_{A_{\text{veg}}} \end{cases}$$

(S9)

where $\lambda$, the radiation extinction coefficient, is calculated as a function of the leaf area index, $LAI$ from the equation 2 of DeWalle (2010) and $L_{\text{avg}}$ is the average path length of direct solar radiation through the shaded zone around the river (m) (Sun et al., 2015).

When canopy overhangs the river surface, the model uses an adjusted effective width $W_{\text{eff}}'$ computed as

$$W_{\text{eff}}' = W_{\text{eff}} + W_{\text{overhang}}$$

(S10)

Using the adjusted direct radiation affected by topographic shading ($\Phi_{\text{direct shortwave}}$) and the calculated adjusted effective width, the net direct solar radiation affected by the topographic and shading barriers reaching to the surface, $\Phi_{\text{direct shortwave}}$ can be calculated as shown in equation (S5) (Sun et al., 2015).

2.8.2.3 Latent Heat Flux (Section S2.2)

The latent heat flux in equation (4) of the main text is a negative upward flux representing evaporative cooling (Webb and Zhang, 1997; Westhoff et al., 2007). The latent heat flux is computed as (Boyd and Kasper, 2003)
\[ \Phi_{\text{latent}} = -\rho L_e E \]  

where \( L_e \) is the latent heat of vaporization (J/kg), and \( E \) is the evaporation rate (m/s).

The i-Tree Cool River Model provides two methods for calculation of \( E \) from open water, the Penman-Monteith combination method using equation (30) of Westhoff et al. (2007), and a mass transfer method using equation (2-96) of Boyd and Kasper (2003).

### 2.8.2.4 Sensible Heat Flux (Section S2.3)

Sensible convection of heat in equation (4) of the main text represents the heat exchange between the surface of the water and the air (Webb and Zhang, 1997). The i-Tree Cool River Model provides three flexible methods to calculate the sensible heat flux, first and second methods (equations 13 and 14) based on the Bowen ratio of sensible to latent heat, and the third method (equation 15) based on the sensible heat. The simpler of the two Bowen ratio methods is based on Boyd and Kasper (2003)

\[ \Phi_{\text{sensible}} = B_r \Phi_{\text{latent}} \]  

where \( B_r \) is the Bowen ratio. The more complex of the Bowen ratio methods is based on Yearsley (2009)

\[ \Phi_{\text{sensible}} = B_r \rho_w \gamma N U_{\text{wind}} (T_{\text{air}} - T_w) \]  

where \( \gamma \) is the latent heat of vaporization \( (2.4995 \times 10^6 \text{ J/kg}) \), \( N \) is an empirical constant \( (1.59 \times 10^{-9} \text{ s/m.mb}) \) and \( U_{\text{wind}} \) is wind speed (m/s). The sensible-heat-based method considers wind speed as a driver of the convective flux, based on Dingman (1994), given by Boyd and Kasper (2003) as
where $K_H$ is the heat exchange coefficient for sensible heat (J/m$^3$°C).

### 2.8.2.5 Bed Sediment Heat Flux (Section S2.4)

The bed sediment heat flux in equation (4) of the main text is due to the heat conduction between the bed sediment and the water column and is rate limited by the size and conductance properties of the substrate. The approach modifies equation (2-90) of Boyd and Kasper (2003) as

$$\Phi_{\text{sediment}} = 2K_{CL} \frac{T_{\text{bed}} - T_w}{d_w}$$  \hspace{1cm} (S15)

where $K_{CL}$ is the volumetric weighted thermal conductivity (J/ms°C), $T_{\text{bed}}$ is the bed temperature (°C), and $d_w$ is the average river depth in the cross section (m). The sediment interface with the river water is the $T_{\text{bed}}$ in equation (S15); some applications prescribe $T_{\text{bed}}$ to a depth below the interface. The sediment substrate in Sawmill Creek includes bedrock, boulders, cobbles, and gravels. Some boulders protrude above the water column, which is relatively shallow, and the unsubmerged sections of the sediment reach relatively high temperatures due to absorption of shortwave radiation. The mid-depth of the river, $d_w/2$, is used in equation (S15) to represent a mid-point of the river water temperature reservoir. By solving for the heat fluxes of equation (1) of the main text, the i-Tree Cool River Model can solve equation (2) and provide the heat flux reaction term, $R_e$, for the governing advection-dispersion-reaction equation (1) used to simulate river temperatures.
2.8.3 Additional Sensitivity Analysis for Shading and Boundary Conditions  
(Section S3)

Shading along the riparian corridor modifies shortwave radiation, and patchiness in land cover then influences the land cover longwave radiation and longitudinal pattern in river warming when heat flux is the main driver of temperature. The NSRDB satellite estimated surface shortwave radiation was adjusted for each cross section based on the shading factor corresponding with that cross section (Figure S5). The shading factor along the 1500 m of Sawmill Creek reach was primarily a function of riparian tree shade from the canopy but was also a function of riparian topography and riparian building shade, which does include bridges crossing the river. When the shading factor was relatively small the shortwave radiation reaching the surface of Sawmill Creek was relatively large; for example values of radiation above 400 W/m$^2$ were associated with shade factors below 0.4. The shading factor used for each model node is observed at each cross sections, and between cross sections, there can be a considerable fluctuation between the minimum and maximum shading factors (see Figure S5). The upstream riparian corridors were more densely forested, while the downstream urbanized sections had intermittent coverage of buildings in the riparian corridors, and as a result, the shading factor tended to decrease from upstream to downstream. The river cross sections between the station 600 m and the station 900 m, where storm sewers contributed runoff from impervious areas, coincided with the large variation in the shade factor (Figure S5). Initially, the shading factors at cross section monitoring stations increased from 0.1 at 810 m to 1.0, the bridge, at 870 m, and then decreased to
approximately 0.15 downstream of the urban section, at 1100 m. This increase in the shade factor from 0.1 to 1 about the bridge in the urban section of the reach reduced incoming shortwave radiation, which contributed to a mitigation of the thermal load delivered by urban runoff in this sub-reach.

The utilization of observed, i.e., recorded by a data logger, versus calculated upstream boundary conditions for water temperatures impacted simulation accuracy, which was a function of distance downstream and time of day (Figure S6). We examined the impact to our model simulation of changing the upstream boundary conditions from the recorded to the calculated upstream temperature. Impact was computed as delta temperature, $\Delta T_i = T_{\text{observed}} - T_{\text{simulated}}$, where the $\Delta T_i$ refers to $\Delta T_{\text{recorded}}$ when the boundary was recorded, and $\Delta T_{\text{calc}}$ when the boundary was calculated using the non-linear regression equation (Mohseni et al., 1998), and $T_{\text{observed}}$ is the observed temperature at each cross section, and $T_{\text{simulated}}$ is the simulated temperature at each cross section. We obtained $\Delta T_{\text{recorded}}$ and $\Delta T_{\text{calc}}$ for: a) 01:00 hours on 11 June 2007, selected as the mid-point between sunset to sunrise; and b) 12:00 hours on 12 June 2007, selected as the mid-point between sunrise to sunset. In nighttime, $\Delta T_{\text{recorded}}$ varies about 0 °C throughout the reach, while $\Delta T_{\text{calc}}$ has a positive slope, trending from 1.0 °C upstream to 0.1 °C downstream in nighttime and trending from 0.9 °C upstream to 0.6 °C downstream. Comparison of the upstream cross section and downstream cross section differences indicated that running the model using the non-linear regression equation as the upstream boundary condition generated better simulations with distance downstream reach, more so during nighttime than daytime.
### 2.9 Tables

**Table 1 (Table S1):** List of the input files required for the simulation process of the i-Tree Cool River Model

<table>
<thead>
<tr>
<th>Input file</th>
<th>The parameter name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BedData.dat</td>
<td>Number</td>
<td>The number of the observations indicates the locations of the observed streambed data.</td>
</tr>
<tr>
<td></td>
<td>Distance (m)</td>
<td>Distances through the river reach where the streambed observations are recorded.</td>
</tr>
<tr>
<td></td>
<td>Depth of Measurement (m)</td>
<td>Depth at which groundwater temperatures are recorded in each cross section</td>
</tr>
<tr>
<td></td>
<td>GW_Temp (°C)</td>
<td>Groundwater temperature in downstream.</td>
</tr>
<tr>
<td></td>
<td>Type</td>
<td>Bed-sediment type which can be clay, silt, sand, or gravel.</td>
</tr>
<tr>
<td></td>
<td>Horizontal Bed Conductivity (mm/s)</td>
<td>Horizontal effective thermal conductivity in each observed cross-section.</td>
</tr>
<tr>
<td></td>
<td>Bed Particle Size (mm)</td>
<td>Bed particle size (Bedient and Huber, 1992, Rosgen, 1996) in the observed location.</td>
</tr>
<tr>
<td></td>
<td>Embeddedness (fraction)</td>
<td>Embeddedness in each considered cross section.</td>
</tr>
<tr>
<td>DEM.txt</td>
<td>Elevation data</td>
<td>Elevation data for calculating slope and aspect for calculating the hillslope effect on energy flux which can be converted from raster file to ASCII in Arc Map. The raw DEM data can be downloaded from the <a href="#">National Map Viewer</a>.</td>
</tr>
<tr>
<td>Discharge.dat</td>
<td>Number</td>
<td>The number of the observations indicates the locations of the observed groundwater data.</td>
</tr>
<tr>
<td></td>
<td>Distance (m)</td>
<td>Distances through the river reach where the magnitude of groundwater flow is recorded.</td>
</tr>
<tr>
<td></td>
<td>Q_GW (cms)</td>
<td>Groundwater discharge.</td>
</tr>
<tr>
<td>Inflow.dat*</td>
<td>Number</td>
<td>The number of the observations which indicates the number of the time steps for the hydrographs of the river and lateral inflows.</td>
</tr>
<tr>
<td></td>
<td>Inflow Rate Storm (cms)</td>
<td>Discharge rates of the river in upstream at each timestep defining the hydrograph in steady or unsteady mode.</td>
</tr>
<tr>
<td>Inflow Temp Storm (°C)</td>
<td>Observed stream temperatures corresponding to the river hydrograph timesteps in upstream.</td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>-----------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Inflow Rate 1 (cms)</td>
<td>Discharge rates of the lateral storm sewer inflow at each timestep for the first location defining the hydrograph in steady or unsteady mode.</td>
<td></td>
</tr>
<tr>
<td>Inflow Temp 1 (°C)</td>
<td>Observed stream temperatures corresponding to the first lateral storm sewer inflow hydrograph timesteps.</td>
<td></td>
</tr>
<tr>
<td>Inflow Rate 2 (cms)</td>
<td>Discharge rates of the lateral storm sewer inflow at each timestep for the second location defining the hydrograph in steady or unsteady mode.</td>
<td></td>
</tr>
<tr>
<td>Inflow Temp 2 (°C)**</td>
<td>Observed stream temperatures corresponding to the second lateral storm sewer inflow hydrograph timesteps.</td>
<td></td>
</tr>
</tbody>
</table>

* The First row of the input file below the headings should be considered as the location of each hydrograph. The river’s hydrograph gets 1 m indicating the upstream and other lateral inflows receive their own location from the upstream.

** The number of lateral inflows can be changed in the code by the user.

<table>
<thead>
<tr>
<th>Morphology.dat</th>
<th>Number</th>
<th>The number of the observations indicates the locations of the measured geomorphic data.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Distance (m)</td>
<td>Distances through the river reach corresponding with the cross sections where the geomorphic data are recorded.</td>
</tr>
<tr>
<td></td>
<td>Area (m²)</td>
<td>Initial cross-sectional wetted area of the river channel; dummy variable.</td>
</tr>
<tr>
<td></td>
<td>Width (m)</td>
<td>Channel bottom width.</td>
</tr>
<tr>
<td></td>
<td>Depth (m)</td>
<td>Initial channel water depth.</td>
</tr>
<tr>
<td></td>
<td>Discharge (cms)</td>
<td>River discharge magnitude at the location where the geometric data are measured.</td>
</tr>
<tr>
<td></td>
<td>Slope</td>
<td>Channel longitudinal slope</td>
</tr>
<tr>
<td></td>
<td>Row#**</td>
<td>The row number in the DEM file where the cross-section is located.</td>
</tr>
<tr>
<td></td>
<td>Column#**</td>
<td>The column number in the DEM file where the cross-section is located.</td>
</tr>
<tr>
<td></td>
<td>Longitude (deg)**</td>
<td>Longitude of the cross-section in the geographic coordinate system.</td>
</tr>
<tr>
<td><strong>Latitude (deg)</strong></td>
<td>Latitude of the cross-section in the geographic coordinate system.</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Z (H:V)</strong></td>
<td>The side slope of the trapezoidal channel, equivalent to horizontal distance to vertical distance ratio. Same value for both channel sides.</td>
<td></td>
</tr>
<tr>
<td><strong>Shading.dat</strong></td>
<td><strong>These input data are required for calculating the slope and aspect of each cell to apply the values on hillslope effect and the shortwave radiation. In case of using fixed magnitudes for the shade factor and view-to-sky values, these values are not effective in the simulation process.</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Number</strong></td>
<td>The number of the observations reflecting the locations of the measured shading information.</td>
<td></td>
</tr>
<tr>
<td><strong>Distance (m)</strong></td>
<td>Distances through the river reach corresponding with the cross sections where the shading information are recorded.</td>
<td></td>
</tr>
<tr>
<td><strong>EastBankH (m)</strong></td>
<td>The height of the bankfull(^1) at the measured cross section on the Eastside.</td>
<td></td>
</tr>
<tr>
<td><strong>EastTreeH (m)</strong></td>
<td>The height of the canopy at the measured cross section on the Eastside.</td>
<td></td>
</tr>
<tr>
<td><strong>EastBuildingH (m)</strong></td>
<td>The height of the building at the measured cross section on the Eastside.</td>
<td></td>
</tr>
<tr>
<td><strong>EastBankDist (m)</strong></td>
<td>Distance from the bankfull to the edge of the water at the measured cross section on the Eastside.</td>
<td></td>
</tr>
<tr>
<td><strong>EastCanDist (m)</strong></td>
<td>Distance from the canopy to the edge of the water at the measured cross section on the Eastside.</td>
<td></td>
</tr>
<tr>
<td><strong>EastBuildingDist (m)</strong></td>
<td>Distance from the building to edge of the water at the measured cross section on the Eastside.</td>
<td></td>
</tr>
<tr>
<td><strong>EastBufferW (m)</strong></td>
<td>The magnitude of the canopy buffer at the location of the measured cross section on the Westside.</td>
<td></td>
</tr>
<tr>
<td><strong>WestBankH (m)</strong></td>
<td>The height of the bankfull at the measured cross section in the Westside.</td>
<td></td>
</tr>
<tr>
<td><strong>WestTreeH (m)</strong></td>
<td>The height of the canopy at the measured cross section on the Westside.</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) The water level, or stage, at which a stream, river or lake is at the top of its banks and any further rise would result in water moving into the flood plain.
<table>
<thead>
<tr>
<th><strong>WestBuildingH (m)</strong></th>
<th>The height of the building at the measured cross section on the Westside.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>WestBankDist (m)</strong></td>
<td>Distance from the bankfull to the edge of the water at the measured cross section on the Westside.</td>
</tr>
<tr>
<td><strong>WestCanDist (m)</strong></td>
<td>Distance from the canopy to the edge of the water at the measured cross section on the Westside.</td>
</tr>
<tr>
<td><strong>WestBuildingDist (m)</strong></td>
<td>Distance from the building to edge of the water at the measured cross section on the Westside.</td>
</tr>
<tr>
<td><strong>WestBufferW (m)</strong></td>
<td>The magnitude of the canopy buffer at the location of the measured cross section on the Westside.</td>
</tr>
<tr>
<td><strong>Elevation (m)</strong></td>
<td>The elevation of the cross-section.</td>
</tr>
<tr>
<td><strong>StreamAzimuth (deg)</strong></td>
<td>The stream azimuth at the location of the measured cross section.</td>
</tr>
</tbody>
</table>

* These input data are required for calculating the topographic, canopy (tree), and building shade angle and view-to-sky factor to apply the values to hillslope effect and the shortwave radiation. In case of using fixed magnitudes for the shading factor and view-to-sky values, these values are not effective in the simulation process.

<table>
<thead>
<tr>
<th><strong>ShadingPercent.dat</strong>*</th>
<th><strong>Number</strong></th>
<th>The number of the observations reflecting the locations of the shading factors.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distance (m)</strong></td>
<td>Distances through the river reach corresponding with the cross sections where the shading factor and the view-to-sky values are calculated.</td>
<td></td>
</tr>
<tr>
<td><strong>ShadeFactor</strong></td>
<td>The value of cross-section shade factor for daily average, with 0 for no shading, and 1 for full shading. This is representative of entire channel, and can be the average for right and left banks. It can be estimated using site visit, aerial photos, or best estimates.</td>
<td></td>
</tr>
<tr>
<td><strong>View-to-Sky</strong></td>
<td>The value of View-to-Sky in the desired cross-section which is 1-ShadeFactor</td>
<td></td>
</tr>
</tbody>
</table>

* In case the topographic, canopy, and building heights and distances are considered for shading calculations, the magnitude of ShadeFactor and View-to-Sky are not effective in the simulation process.

<table>
<thead>
<tr>
<th><strong>SolarRadiation.dat</strong>*</th>
<th><strong>yyyymmdd</strong></th>
<th>The date of the simulation period.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hr: Min: Sec</strong></td>
<td>The time of the simulation period.</td>
<td></td>
</tr>
<tr>
<td><strong>DirSW (W/m²)</strong></td>
<td>Direct shortwave radiation at the edge of the atmosphere.</td>
<td></td>
</tr>
<tr>
<td>Attribute</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td><strong>totTime</strong></td>
<td>Time of the simulation period.</td>
<td></td>
</tr>
</tbody>
</table>

* Source: [National Solar Radiation Database (NSRDB)](https://www.nrel.gov/)

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time.dat</strong></td>
<td>The number of the time steps.</td>
</tr>
<tr>
<td><strong>Weather.dat</strong></td>
<td>The number of entries in this file should match the attribute value of <strong>totTime</strong> in the config file (see Table 2)</td>
</tr>
<tr>
<td>yyyyymmdd</td>
<td>The date of the simulation period.</td>
</tr>
<tr>
<td>Hr: Min: Sec</td>
<td>The time of the simulation period.</td>
</tr>
<tr>
<td>Tair (F)</td>
<td>Air temperature.</td>
</tr>
<tr>
<td>WndSpd (m/s)</td>
<td>Wind speed.</td>
</tr>
<tr>
<td>Precip (m/h)</td>
<td>Precipitation rate.</td>
</tr>
<tr>
<td>Cloudiness</td>
<td>The magnitude of the cloudiness.</td>
</tr>
<tr>
<td>Humidity</td>
<td>Relative humidity.</td>
</tr>
<tr>
<td>obsT_x0 (℃)</td>
<td>Observed river temperature in the upstream.</td>
</tr>
<tr>
<td>sedT (℃)</td>
<td>Riverbed temperature.</td>
</tr>
</tbody>
</table>

* [National Center for Environmental Information](https://www.nationalcenterforenvironmentalinformation.gov/)
**Table 2 (Table S2): The alternative methods to for obtaining the input data for the i-Tree Cool River model input data.**

<table>
<thead>
<tr>
<th>Input file</th>
<th>Parameter</th>
<th>Explanation / Obtaining method</th>
<th>Alternative Obtaining method/website</th>
</tr>
</thead>
<tbody>
<tr>
<td>BedData.dat</td>
<td>Depth of Measurement (m)</td>
<td>Typically set to 2 m below the bed for measurement of groundwater temperature.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GW Temp (°C)</td>
<td>At 2 m depth is estimated as average annual air temperature, possibly with seasonal adjustment.</td>
<td>NOAA’s NCDC database: <a href="https://gis.ncdc.noaa.gov/maps/ncei/">https://gis.ncdc.noaa.gov/maps/ncei/</a> or National Solar Radiation Database: <a href="https://rredc.nrel.gov/solar/old_data/nsrdb/">https://rredc.nrel.gov/solar/old_data/nsrdb/</a></td>
</tr>
<tr>
<td></td>
<td>Type</td>
<td>Bed substrate material type is based on estimate of site visit, and is selected from range of 4 types within model code: cobble, gravel, sand, clay</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Horizontal Bed Conductivity (mm/s)</td>
<td>Values are associated with bed substrate material type, and can be set based on hydrology reference materials or site testing. Boyd and Kasper (2003) has values for these.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bed Particle Size (mm)</td>
<td>Values are associated with bed substrate material type, and can be set based on hydrology reference materials or site testing. Boyd and Kasper (2003) has values for these.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Embeddedness (fraction)</td>
<td>Values are associated with bed substrate material type, and can be set based on morphology reference materials or site testing. Boyd and Kasper (2003) has values for these.</td>
<td></td>
</tr>
<tr>
<td>DEM.txt</td>
<td>Extent of DEM</td>
<td>Extent of DEM can extend out to entire watershed or be limited to river corridor, and used tp compute hillslope effect on energy flux.</td>
<td>National Map Viewer: <a href="https://viewer.nationalmap.gov/advanced-viewer/">https://viewer.nationalmap.gov/advanced-viewer/</a> Google Engine: <a href="https://earthengine.google.com/">https://earthengine.google.com/</a></td>
</tr>
<tr>
<td>Discharge.dat</td>
<td>Q_GW (cms)</td>
<td>Estimated as the difference in discharge at the downstream and upstream section of the reach. The discharge at each end of the reach could be from i-Tree Hydro simulations, observation, or USGS StreamStats.</td>
<td>USGS’s Stream stats: <a href="https://streamstats.usgs.gov/ss/">https://streamstats.usgs.gov/ss/</a></td>
</tr>
<tr>
<td>Inflow.dat</td>
<td>Inflow Rate (cms)</td>
<td>Lateral flow from steady or unsteady state, and is either estimated or observed. Estimates could come from i-Tree Hydro model simulation.</td>
<td>SWMM: <a href="https://www.epa.gov/water-research/storm-water-management-model-swmm">https://www.epa.gov/water-research/storm-water-management-model-swmm</a></td>
</tr>
<tr>
<td></td>
<td>Inflow Temp (°C)</td>
<td>Estimate or observation, for steady or unsteady state. Anticipate a new algorithm could be added to Unified Hydro (w/ Cool Air) to simulate this value.</td>
<td>A non-linear regression equation based on air temperature: Mohseni et al., (1998) <a href="https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/98WR01877">https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/98WR01877</a></td>
</tr>
<tr>
<td>Morphology.dat</td>
<td>Distance (m)</td>
<td>Distances to downstream channel cross sections. Estimated based on map or site analysis such as NHD, or based on systematic intervals.</td>
<td>National Hydrography Data: <a href="https://www.usgs.gov/core-science-systems/ngp/national-hydrography">https://www.usgs.gov/core-science-systems/ngp/national-hydrography</a> Google Engine: <a href="https://viewer.nationalmap.gov/advanced-viewer/">https://viewer.nationalmap.gov/advanced-viewer/</a></td>
</tr>
</tbody>
</table>
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<p>| <strong>Runge Cutta, or Explicit Finite Difference. Not used in model option: HEC-RAS. Alternatively use:</strong> HecRasData.dat, which contains: downstream distance (between cross-sections); discharge; minimum channel elevation; water surface elevation; velocity; area; top width; water surface slope; wetted perimeter. All of these outputs are generated by HEC-RAS as SI units. |
|-----------------|---------------------------------------------------------------------------------|
| <strong>Area (m²)</strong> | Initial value of cross-sectional area, dummy variable not used by model. |
| <strong>Width (m)</strong> | Cross-sectional bottom width for trapezoidal channel (0 value for triangular). Could be estimated: a) using field surveys; or b) using modification of hydraulic geometry relations to get channel geometry at bankfull based on watershed area, which is provided by some USGS SteamStats sites and NHD - scale values for lower flow. |
| <strong>Depth (m)</strong> | Initial time step of water depth. Could be estimated: a) using field surveys; or b) using modification of hydraulic geometry relations to get channel geometry at bankfull based on watershed area, which is provided by some USGS SteamStats sites and NHD - scale values for lower flow. |
| <strong>Discharge (cms)</strong> | Upstream boundary flow from steady or unsteady state, and is either estimated or observed. Estimates could come from i-Tree Hydro model simulation. |
| <strong>Slope</strong> | Longitudinal bed slope. Could be estimated: a) using field surveys; b) using DEM analysis; or c) USGS SteamStats sites and NHD. |
| <strong>Row#</strong> | Associated with the DEM.txt input, and is input row number (0 is first row) of each river cross-section. Used to compute slope and aspect for radiation estimates. Could estimate from observation or overlaying NHD image of river on DEM in ArcGIS. |
| <strong>Column#</strong> | Associated with the DEM.txt input, and is input column number (0 is first column) of each river cross-section. Used to compute slope and aspect for radiation estimates. Could estimate from observation or overlaying NHD image of river on DEM in ArcGIS. |
| <strong>Longitude (deg)</strong> | Associated with each river cross-section. May not vary with short river. Could estimate from observation or map analysis. |
| <strong>Latitude (deg)</strong> | Associated with each river cross-section. May not vary with short river. Could estimate from observation or map analysis. |
| <strong>Z (H:V)</strong> | Channel side slope for trapezoidal channel banks, same value used on each bank. Could estimate from field. |</p>
<table>
<thead>
<tr>
<th>File Name</th>
<th>Parameters</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shading.dat</td>
<td>All the parameters</td>
<td>All the parameters for this input data (2nd method of calculating the longwave and shortwave radiations) are based on direct measurements at field site or of maps and images.</td>
</tr>
<tr>
<td>ShadingPercent.dat</td>
<td>ShadeFactor</td>
<td>The value of cross-section shade factor for daily average, with 0 for no shading, and 1 for full shading. This is representative of entire channel, and can be the average for right and left banks. It can be estimated using: a) site visits; b) aerial photos with manual interpretation or TTools module in Heat Source Model; or c) scenario estimates.</td>
</tr>
<tr>
<td>View-to-Sky</td>
<td>The value of View-to-Sky in the desired cross-section which is 1-ShadeFactor</td>
<td></td>
</tr>
<tr>
<td>SolarRadiation.dat</td>
<td>Direct and Diffuse shortwave radiation data</td>
<td>National Solar Radiation Database: <a href="https://rredc.nrel.gov/solar/old_data/nsrdb/">https://rredc.nrel.gov/solar/old_data/nsrdb/</a> i-Tree Hydro preprocessor:</td>
</tr>
<tr>
<td>Time.dat</td>
<td>Time (s)</td>
<td>The desired time step for the output data intervals.</td>
</tr>
<tr>
<td></td>
<td>WndSpd (m/s)</td>
<td>Weather input data of wind speed</td>
</tr>
<tr>
<td></td>
<td>Precip (m/h)</td>
<td>Weather input data of precipitation</td>
</tr>
<tr>
<td></td>
<td>Cloudiness</td>
<td>Weather input data of cloudiness</td>
</tr>
<tr>
<td></td>
<td>Humidity</td>
<td>Weather input data of humidity</td>
</tr>
<tr>
<td></td>
<td>sedT (℃)</td>
<td>Channel bed substrate temperature, for each time step. Estimated with observation or model prediction based on solar radiation or temperature data.</td>
</tr>
</tbody>
</table>
**Table 3** (Table S3): Observed water temperatures for three reaches of Sawmill Creek and for the Tannersville storm sewer, during June 11 and 12, 2007, as the average for all time steps during the dry or wet weather conditions.

<table>
<thead>
<tr>
<th>Reach</th>
<th>Flow type</th>
<th>Average temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream (0 m to 600 m)</td>
<td>Dry weather</td>
<td>15.1</td>
</tr>
<tr>
<td></td>
<td>Wet weather</td>
<td>14.5</td>
</tr>
<tr>
<td>Middle (600 m to 900 m)</td>
<td>Dry weather</td>
<td>15.5</td>
</tr>
<tr>
<td></td>
<td>Wet weather</td>
<td>14.8</td>
</tr>
<tr>
<td>Downstream (900 m to 1500 m)</td>
<td>Dry weather</td>
<td>15.6</td>
</tr>
<tr>
<td></td>
<td>Wet weather</td>
<td>15.0</td>
</tr>
<tr>
<td>Storm sewer</td>
<td>Dry weather</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td>Wet weather</td>
<td>16.9</td>
</tr>
</tbody>
</table>
**Table 4** (Table S4): Statistical analysis (paired t-test) of the reach averaged observed and simulated river temperature in Sawmill Creek for the (a) original condition including both wet and dry weather (b) wet weather, and (c) dry weather.

<table>
<thead>
<tr>
<th>Paired t-test</th>
<th>t-value</th>
<th>Degrees of freedom</th>
<th>p-value</th>
<th>95 percent confidence interval</th>
<th>mean of the differences</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>a</strong></td>
<td>0.1593</td>
<td>11</td>
<td>0.8763</td>
<td>-0.02058636</td>
<td>0.02379879</td>
</tr>
<tr>
<td><strong>b</strong></td>
<td>-0.43766</td>
<td>11</td>
<td>0.6701</td>
<td>-0.06951900</td>
<td>0.04645744</td>
</tr>
<tr>
<td><strong>c</strong></td>
<td>1.7253</td>
<td>11</td>
<td>0.1124</td>
<td>-0.01098885</td>
<td>0.09070502</td>
</tr>
</tbody>
</table>
Table 5 (Table S5): Statistical analysis (paired t-test) of the reach averaged observed and simulated river temperatures using the scenarios for the (a) no shading effect, (b) no groundwater and hyporheic exchange inflows, and (c) calculated boundary condition.

<table>
<thead>
<tr>
<th>Paired t-test</th>
<th>t-value</th>
<th>Degrees of freedom</th>
<th>p-value</th>
<th>95 percent confidence interval</th>
<th>mean of the differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower tale</td>
<td>Upper Tale</td>
</tr>
<tr>
<td>a</td>
<td>-9.8096</td>
<td>11</td>
<td>8.955e-07</td>
<td>-0.4188181</td>
<td>-0.2653184</td>
</tr>
<tr>
<td>b</td>
<td>-6.6702</td>
<td>11</td>
<td>3.514e-05</td>
<td>-0.19337108</td>
<td>-0.09741817</td>
</tr>
<tr>
<td>c</td>
<td>-11.553</td>
<td>11</td>
<td>1.717e-07</td>
<td>-0.6902328</td>
<td>-0.4693167</td>
</tr>
</tbody>
</table>
Table 6 (Table S6): Statistical analysis (paired t-test) of the observed and simulated river temperatures in Sawmill Creek, between 12:00 hours of June 11, 2007 to 17:00 hours of June 12, 2007.

<table>
<thead>
<tr>
<th>Paired t-test</th>
<th>t-value</th>
<th>Degrees of freedom</th>
<th>p-value</th>
<th>95 percent confidence interval</th>
<th>mean of the differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower tale</td>
<td>Upper Tale</td>
</tr>
<tr>
<td>Sawmill Creek</td>
<td>0.25605</td>
<td>29</td>
<td>0.7997</td>
<td>-0.06101277</td>
<td>0.07847554</td>
</tr>
<tr>
<td>Meadowbrook Creek</td>
<td>0.35807</td>
<td>116</td>
<td>0.7209</td>
<td>-0.05020794</td>
<td>0.07236796</td>
</tr>
</tbody>
</table>
Table 7 (Table S7): Sensitivity analysis of the temperature simulations using the i-Tree Cool River model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter Variation (%)</th>
<th>Temperature change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storm sewer temperature</td>
<td>±15</td>
<td>1.65</td>
</tr>
<tr>
<td>Sediment temperature</td>
<td>±15</td>
<td>0.3</td>
</tr>
<tr>
<td>Upstream Boundary Condition</td>
<td>±15</td>
<td>9.5</td>
</tr>
<tr>
<td>Substrate Hydraulic Conductivity</td>
<td>±20</td>
<td>0.15</td>
</tr>
<tr>
<td>Cloudiness</td>
<td>±20</td>
<td>0.02</td>
</tr>
<tr>
<td>Groundwater discharge</td>
<td>±20</td>
<td>0.03</td>
</tr>
</tbody>
</table>
2.10 Figures

**Figure 1** (Figure 1): Shading of the river surface. A cross-sectional view, in which BSA is the building shading angle, VSA is the vegetation shading angle, and TSA is the topographic shading angle. $h_{\text{building}}$, $h_{\text{tree}}$, and $h_{\text{bank}}$ are building, vegetation, and bank heights respectively. $D_{\text{building}}$, $D_{\text{canopy}}$, and $D_{\text{bank}}$ are building to the bank, canopy to the bank, and bank.
Figure 2 (Figure 2): (a) New York State with the Sawmill Creek study area denoted by the star. (b) Monitoring stations and reach distances along Sawmill Creek.
**Figure 3** (Figure 3): (a) New York State with the Meadowbrook Creek study area denoted by the star. (b) Monitoring stations and reach distances along Meadowbrook Creek.
Figure 4 (Figure 4): Observed versus simulated river temperatures for the 12 cross sections (XS) and stations from 0 m to 1500 m in Sawmill Creek. The coefficient of determination, $R^2$ for each cross section is shown in the plot.
Figure 5 (Figure 5): (a) Reach average air temperature and observed and simulated river temperatures in Sawmill Creek, between 12:00 h of 11 June 2007 to 17:00 h of 12 June 2007; (b) Simulated reach averaged heat fluxes and precipitation into Sawmill Creek between 12:00 h of 11 June 2007 to 17:00 h of 12 June 2007.
Figure 6 (Figure 6): Simulated contribution to river temperature of the river flow (Str.), storm sewer (SS.), hyporheic exchange (Hyp.), and groundwater flow (GW.) in two timesteps including (a) before storm and (b) during the storm at three representative cross sections from the upper reaches (between cross sections at station 0 m and 600 m), middle reach (between cross sections at station 600 m and 900 m), and downstream reach (between cross sections at station 900 m and 1500 m).
Figure 7 (Figure 7): (a) Reach average observed and simulated river temperatures in Meadowbrook Creek, for 13–19 June 2012; (b) Time averaged observed and simulated river temperatures for 475 m reach of the Meadowbrook Creek.
Figure 8 (Figure S1): Time averaged observed and simulated river temperature in Sawmill Creek for the (a) original condition including both wet and dry weather (b) wet weather, and (c) dry weather.
Figure 9 (Figure S2): Time averaged observed and simulated river temperatures using the scenarios for the (a) no shading effect, (b) no groundwater and hyporheic exchange inflows, and (c) calculated boundary condition.
Figure 10 (Figure S3): Simulated time averaged river temperatures along the 1500 m Sawmill Creek reach for the original condition (Base) and for conditions with ±15 % changes in (a) storm sewer temperature ($T_{SS}$), (b) sediment temperature, and (c) boundary conditions temperature.
Figure 11 (Figure S4): Simulated time averaged river temperature along the 1500 m Sawmill Creek reach for the original condition (Base) and for conditions with ±20 % changes in (a) substrate hydraulic conductivity (SHC), (b) cloudiness factor (Cl), and (c) groundwater discharge (GW).
**Figure 12** (Figure S5): Fluctuations of shading factors and daily average shortwave radiation along the 1500 m Sawmill Creek reach. The shading factors denoted by a triangle are measured at each of the 12 monitoring stations, and the minimum and maximum shading factors were selected from the 5 m interval set of shading factors measured between each station.
Figure 13 (Figure S6): Temperature differences between the observed and simulated river temperature when using Mohsni et al. (1998), $\Delta T_{\text{calc}}$, versus recorded, $\Delta T_{\text{recorded}}$, boundary conditions, for (a) nighttime and (b) daytime.
3 A model to Integrate Analysis of Urban River Thermal Cooling and Flood Risk in River Restoration

Abstract: River water quality and habitats are degraded by thermal pollution from urban areas caused by warm surface runoff, lack of riparian forests, and impervious channels that transfer heat and block cool subsurface flows. This study updates the i-Tree Cool River model to simulate restoration of these processes to reverse the urban river syndrome, while using the HEC-RAS model water surface profiles needed for flood hazard analysis in restoration planning. The new model was tested in a mountain river within the New York City drinking water supply area, and then used for base case and restoration scenarios on the 17.5 km reach of the Los Angeles (LA) River where a multi-million dollar riverine restoration project is planned. The model simulated the LA River average temperature in the base case decreased from 29.5°C by 0.3°C when warm surface inflows were converted to cooler groundwater inflows by green infrastructure; by 0.7°C when subsurface hyporheic exchange was increased by removal of armoring and installation of riffle-pool bedforms; by 3.6°C when riparian forests shaded the river; and by 6.4°C when floodplain forests were added to riparian forests to cool surface reservoirs and local air temperatures. The simulated decreases in river temperature lead to increased saturated dissolved oxygen levels, reaching 8.7 mg/L, up from the 7.6 mg/L in the base case scenario, providing improved fish habitat and reducing eutrophication and hypoxic zones.

Key Terms: Los Angeles River, urban river, thermal pollution, riparian shading, green infrastructure
3.1 Introduction

The “urban stream syndrome” describes the ecological degradation of waters draining urban lands and is characterized by a rapid oscillation in water flows (i.e., flashy hydrographs; Mazrooei et al., 2017), increased nutrient and metal concentrations, straightened and flattened channel banks and bed (i.e., channelized), reduced biotic richness (Walsh et al., 2005; Abdi and Yasi, 2015), and thermal pollution, characterized by hot urban surfaces (i.e., urban heat island) generating water temperatures above the tolerance of native fauna (Somers et al., 2013). To remediate the urban stream syndrome, urban areas could naturalize stormwater management (Walsh et al., 2005) and reduce the urban heat island, which typically involves the restoration of floodplain and riverine urban areas (Somers et al., 2013, Shafiei Shiva et al., 2019), which typically require flood hazard area development permits (Ohio EPA, 2019).

The ecological impacts of urban river degradation, overall, are extensive and have been the focus of work by scientists, city planners, and policymakers (Somers et al., 2013). There are large economic benefits in reducing river temperature (Seedang et al., 2008), which stem from increasing riverine dissolved oxygen (DO), reducing harmful algal blooms (Anderson et al., 2000), and slowing accelerated eutrophication from nutrient loading (Pretty et al., 2003). Riverine thermal pollution changes riverine ecology by directly and indirectly affecting the metabolism of living organisms, their food webs, and their habitat suitability (Gitay et al., 2002; Stefan and Sinokrot, 1993). Dodds et al. (2009) estimated the damage costs of accelerated eutrophication in the freshwater of the USA at approximately $2.2 billion per year, while Pretty et al., (2003) estimated the
cost in England and Wales at $105-160 million per year. Total maximum daily loads as quantitative thresholds for thermal pollutant sources (Seedang et al. 2008) are established to address river degradation due to thermal pollution (US EPA 2013).

Naturalization of stormwater management and reduction of the urban heat island can be part of holistic plan replacing terrestrial and aquatic grey infrastructure with green infrastructure. Terrestrial grey infrastructure, such as buildings, parking lots, and roads, warms air temperatures and conveys stormwater to gutters and sewers (Somers et al., 2013), and aquatic grey infrastructure, such as bridges and concrete embankments, channelizes and removes nature form the rivers. Terrestrial green infrastructure, such as bioretention basins and bioswales, increase canopy interception and storage of precipitation, soil infiltration rates, plant and soil evapotranspiration, solar shading of runoff, and surface roughness thereby slowing runoff and reducing riverine flooding (US EPA, 2016; Mosleh and Zamani-Miandashti, 2013).

Aquatic green infrastructure, such as riparian vegetation, permeable riverbeds and banks, and in-channel bedform morphology, increases habitat and shading in the aquatic ecosystem, reduces erosion, and induces cooling groundwater inflow and hyporheic exchange (Bernhardt et al., 2005; USDA, 2007). Hyporheic exchange is the natural flux of river water into the near-surface aquifer and groundwater into the river. Eco-hydrologists encourage the restoration of hyporheic exchange through the removal of impervious channels and reshaping bedform morphology with riffle-pool and meander sequences (Hester and Gooseff, 2010). River basin restoration can be managed for the
multiple goals of flood control and improved water quality important for human wellbeing and biodiversity (European Commission 2013; Izadmehr and Rockne; 2018).

The federal and industry standard for reengineering floodplain and riverine urban areas and associated flood hazard analysis is the US Army Corps of Engineers (USACE) Hydrologic Engineering Center River Analysis Software (HEC-RAS) model (FEMA, 2019). The HEC-RAS model has limits with respect to ecological restoration. In the case of thermal restoration, while it simulates river temperature, it neglects the role of riparian shade, substrate, and groundwater-surface water exchange (e.g., hyporheic fluxes) when simulating river temperature, making it difficult to assess whether restoration achieved thermal pollution and flood hazard goals. To create a more holistic model package, we created a set of functions that incorporate HEC-RAS model outputs of river water surface profiles, designed for flood hazard mapping, into the i-Tree Cool River Model (Abdi and Endreny, 2019), designed for ecological restoration. This model package can then simulate how river basin naturalization affects thermal pollution and flood hazard goals (Armal et al., 2018).

The present study aims to create functions that incorporate HEC-RAS model outputs of river water surface profiles, used in flood hazard analysis, into the i-Tree Cool River Model (Abdi and Endreny, 2019). The i-Tree Cool River model updates maintain the HEC-RAS model water surface profiles and allow for inflows of cool groundwater inflows from green infrastructure, riverine shading from riparian trees, and hyporheic exchange in a permeable riverbed. Each model operates by simulating the water and energy balance in reach segments between river cross-sections. The study provides the
i-Tree Cool River model as freeware to plan and design thermal restoration, while optionally using river water surface profile data for flood hazard Methods

3.2 Methods

3.2.1 Study Areas

This study analyzed two watersheds. The first watershed was a 2 km reach of Sawmill (SM) Creek draining a 15 km² watershed in Tannersville, New York (Fig. S1). The second watershed included 0.5 and 17.5 km reaches of the Los Angeles (LA) River draining a 1270 km² watershed in LA, California (Fig. 1 and S2). The LA River is situated between Griffith Park and downtown LA and is notable for its channelized form, concrete beds, lack of riffle-pool bedform morphology, and largely devoid of riparian vegetation. The LA River reach is part of the multi-million dollar Los Angeles River Ecosystem Restoration Project managed by the US Army Corps of Engineers (USACE) in partnership with the City of LA (USACE, 2019).

3.2.2 Model Equations

The model used for these simulations is an updated version of i-Tree Cool River model (Abdi and Endreny, 2019). This model was updated to include HEC-RAS model river water surface routines. The i-Tree Cool River model uses standard advection, dispersion, and reaction equations to simulate the water transport and a change in water temperature between two cross-sections. River temperature is estimated as:

\[ T = T_i + \Delta t \left[ V \frac{T_{up} - T}{\Delta x} - D_L \frac{T_{up} - 2T - T_{dn}}{(\Delta x)^2} \right] + R_h + R_i \]  

(1)
where $T$ ($^\circ$C) is the temperature at a river cross-section, the superscript $t-1$ indicates the prior time, $\Delta t$ (s) is the time step, the subscript $up$ indicates the upstream cross-section, the subscript $dn$ indicates the downstream cross-section, $V$ (m/s) is the cross-section velocity, $\Delta x$ (m) is the length of the reach segment bounded by the cross-section and upstream cross-section, $D_L$ (m$^2$/s) is the reach longitudinal dispersion computed as a function of cross-section velocity and depth, $R_h$ ($^\circ$C) is the loss or gain (i.e., reaction term) of temperature due to heat flux, and $R_i$ ($^\circ$C) is the loss or gain of temperature due to lateral inflows (Abdi and Endreny 2019, USACE 2016). The velocity is determined by a separate set of hydraulic equations, which in steady-state mode involves simultaneously estimating depth and velocity to satisfy the conservation of energy, mass, and momentum, i.e., the 5-step algorithm used in HEC-RAS (USACE, 2016), which is now an alternative to the Newton-Raphson algorithm used in i-Tree Cool River (see supplementary materials section S1, Abdi and Endreny, 2019).

The heat flux reaction term is defined as:

$$R_h = \frac{\phi}{\rho \cdot C_p \cdot y}$$  \(\text{(2)}\)

where $\phi$ (W/m$^2$) is heat flux at the cross-section and represents the heat flux within the adjacent upstream reach segment, $\rho$ (kg/m$^3$) is water density, $C_p$ (J/kg/$^\circ$C) is specific heat of water, and $y$ (m) is water depth at the cross-section (Abdi and Endreny 2019, USACE 2016). For HEC-RAS, $\phi$ is the combined terms of shortwave energy flux from solar radiation, longwave energy flux from atmospheric temperature radiation, longwave energy flux from river temperature radiation, latent heat flux from wind entraining river
evaporation, and sensible heat flux from wind entraining river temperature. For i-Tree Cool River, $\varphi$ includes the above HEC-RAS terms, as well as: a) additional parameters in the shortwave radiation and atmospheric longwave radiation calculations to represent the effects of trees, hills and buildings on receiving and emitting radiation via shade and view to sky factors, and b) additional flux terms for vegetation longwave radiation and riverbed substrate radiation (Abdi and Endreny, 2019).

The lateral inflow reaction term is defined as:

$$R_i = \frac{Q_{up} T_{up} + Q_a T_a + Q_b T_b + Q_c T_c}{Q_{up} + Q_a + Q_b + Q_c} - T_{up}$$

(3)

where $Q$ (m$^3$/s) is the discharge, $T$ (°C) is the temperature, and subscripts $a$, $b$, and $c$ represent separate inflows to that segment; there is no maximum number of inflows, but the minimum number of inflows is 0 ($R_i = 0$). For HEC-RAS, only lateral inflows of tributaries are simulated, while i-Tree Cool River simulates lateral inflows of tributaries, groundwater, and hyporheic exchange. The groundwater inflow is assigned to each cross-section based on hydrological analysis or differencing the upstream and downstream flow rates, while hyporheic exchange flux is auto-computed by the model as a function of the local substrate conductivity and hydraulic gradient between cross-sections (see Eq S1 in Abdi and Endreny, 2019).

To combine the i-Tree Cool River model simulation of green infrastructure impacts on temperature with the HEC-RAS model simulation of water surface profiles, Eq 1 was modified,
$T = \left[ \frac{T_{wp}^{t-1} + \Delta t_r R_{n2}}{Q} \right] Q + \frac{R_{l2}}{Q}$

(4)

where $T_{wp}^{t-1}$ is the temperature of the upstream cross-section at the prior time step, $\Delta t_r$ (s) is the retention time step defined as $\Delta t_r = \Delta x / V$ and $V$ (m/s) is the HEC-RAS velocity at the cross-section, $Q$ (m$^3$/s) is the HEC-RAS discharge at the cross-section, and $R_{n2}$ is the heat flux reaction term, and $R_{l2}$ is lateral inflows reaction term. An updated heat flux reaction term is needed for Eq 4,

$R_{n2} = \left[ \phi - \frac{\phi}{\rho \cdot C_p \cdot y \cdot \frac{\Delta x}{\rho \cdot C_p \cdot y_{wp} \cdot V_{wp}}} \right]$ (5)

where $\phi$ is defined to include the i-Tree Cool River model tree-based terms (for more detail, see equation 4 of Abdi and Endreny, 2019). An updated lateral inflows reaction term is needed for Eq 4,

$R_{l2} = \frac{Q_a T_a + Q_b T_b + Q_c T_c}{Q_a + Q_b + Q_c}$

(6)

where subscripts $a$, $b$, and $c$ are defined as the i-Tree Cool River form with Eq 3 above.

### 3.2.3 Model Inputs and Scenarios

The updated i-Tree Cool River model was run in steady state, defined as

$\frac{dQ}{dt} = 0$, and non-uniform conditions, $\frac{dQ}{dx} \neq 0$, where $Q$ is discharge, $t$ is time (s), and $x$ is river distance (m). This approach keeps the water surface profile constant.
through time at all locations and allows it to vary with location due to groundwater and other inflows, which is a standard process for flood hazard analysis (USACE, 2016).

3.2.3.1 Sawmill Creek

The simulation of SM Creek on July 2 and 3, 2007 received 0.1 m$^3$/s baseflow discharge at the upstream boundary cross-section (river station 0 m), then received urban drainage via storm sewers at cross-sections 620 m and 790 m, and lastly received retention basin discharge at cross section 1450 m. The alternative scenarios for the SM Creek are: a) simulating the system without the cooling effect of the subsurface inflow, b) deactivating the warming effect of the lateral inflows from the urban drainage and retention basin, and c) simulating the river temperature with estimated upstream river temperature boundary conditions in place of the observed upstream river temperature boundary condition. In the simulations, the cross-section data needed by the HEC-RAS model were obtained for the SM Creek from field surveys (Crispell, 2008). In the base case scenario for SM Creek, the upstream boundary condition and lateral inflow temperature time series were obtained from observed hourly data (Crispell, 2008). Inputs of hourly weather data including the direct normal irradiance (DNI) and diffuse horizontal irradiance (DHI) shortwave radiation as well as air temperature and relative humidity for SM Creek were obtained from the National Solar Radiation Data Base (NSRDB), at station ID #1227776. The groundwater temperature was set as a function of the annual average air temperature, at 13°C for SM Creek base case and alternative scenarios.
3.2.3.2 LA River

The simulation of the LA River was for June 17 and 18, 2016 for reach lengths of 0.5 and 17.5 km, each with no riparian forest, no riffle-pool bedform and warm surface inflows entering at cross-section 250 m. These base cases were estimated by U.S. Geological Survey StreamStats (U.S. Geological Survey, 2016) to receive 4.34 m$^3$/s baseflow discharge at the upstream boundary cross-section (0 m). The alternative scenarios for the LA River simulated: a) infiltrating tertiary treated wastewater flows of 0.8 m$^3$/s (Mongolo et al., 2017) into green infrastructure so it entered the reach as cool groundwater inflow rather than warm surface inflow at cross-section 250 m; b) replacing the featureless channel bottom with riffle-pool bedform morphology to increase hyporheic exchange; c) replacing the bare concrete channel banks with riparian forest to increase shade and reduce substrate and water temperature; and d) expanding the floodplain forest in the LA residential area from 12.1% cover to the potential of 36% cover to cool the air and upstream water temperature, and shade upstream reservoirs. The floodplain forest is defined as any forest extending from the riparian area into the greater watershed, and for this scenario it extended upstream of the study reach. The potential forest cover was inventoried by Endreny et al., (2017).

The analysis was conducted by first running the HEC-RAS model to generate water surface profile data, then running the i-Tree Cool River model with Eqs 4 to 6 in place of Eqs 1 to 3. The cross-section data needed by the HEC-RAS model were obtained for the LA River from document analysis and photo interpretation (Mongolo et al., 2017; USACE, 2015). The HEC-RAS model provided the water surface profile
outputs needed by the i-Tree Cool River model for each cross-section: x (m); discharge, \( Q \) (m\(^3\)/s); minimum channel elevation (m) and water surface elevation (m) used to compute flow depth, \( y \) (m); velocity in channel, \( V \) (m/s); top width, \( w \) (m), flow area (m\(^2\)); and wetted perimeter (m). The i-Tree Cool River model resamples HEC-RAS outputs with linear interpolation to refine the spacing of cross-sections to 5 m or finer and resolve spatial variation channel and riparian features and reduce inconsistencies between temperature and hydraulic transport in Eq 1.

The i-Tree Cool River model uses the resampled HEC-RAS outputs along with the boundary condition temperatures, radiation fluxes, shading, substrate, and other features affecting river temperature estimates. For the LA River hourly temperature data did not exist, and base case data were generated using a two-step process: 1) applying a non-linear regression (Mohseni et al., 1998) transforming hourly air temperature into river temperature, with air temperature from nearby Burbank Airport station, and regression coefficients of \( \alpha=32.48, \beta=15.18, \) and \( \gamma=0.17 \) (Eq 7); and 2) applying a linear regression transforming the 1\(^{st}\) estimate to match observed June river temperature statistics at the upstream boundary, with slope 1.206 and intercept 1.665 determined from the linear regression between the minimum and maximum river temperatures from observed June 2016 data (Mongolo et al., 2017) and the 1\(^{st}\) estimate of river temperature. This linear regression was used to match inflow temperatures not predicted by the non-linear regression with air temperature is presumed to account for the urban heat island impact, including warm surface inflows from tertiary treated wastewater in upstream lakes (e.g., the Japanese Garden Lake and Balboa Recreation
Lake) noted by Mongolo et al., (2017). Inputs of hourly weather data including the DNI and the DHI shortwave radiation for the LA River were obtained from the NSRDB, at station ID #81603.

\[ T_w = \mu + \frac{\alpha - \mu}{1 + e^{\gamma(\beta - T_{\text{air}})}} \]  

(7)

The groundwater temperature was set as a function of the annual average air temperature, at 20°C for the LA River base case and restoration scenarios. The LA River scenario with floodplain forest expansion was estimated to cool the June 17-18, 2016 air temperatures due to evapotranspiration, simulated by i-Tree Cool Air (Yang et al., 2013). These scenario air temperatures, with an average of 21.5°C (2.2°C cooler than the base case), were used in the non-linear regression of Mohseni et al., (1998) to estimate new river temperatures, with an average of 25.1°C, which represented mitigation of the urban heat island (see Table 1). The LA River riparian forest scenario was estimated to increase the shade factor from 0, no shade, to 1, full shade, and cool June 17-18, 2016 average river substrate temperature from 32°C to 27°C, based on analysis of daily average June to August river corridor temperatures provided by Weng and Fu (2014). Details on other i-Tree Cool River model inputs used to simulate temperature are provided in the supplementary materials section S1, and a manual and sample inputs can be downloaded at http://www.itreetools.org/research_suite/coolriver/.
3.3 Results

3.3.1 The SM Creek

The simulated and observed average river temperature for SM Creek was 13.8°C, and spatial and temporal variation in that temperature was used for validation of the i-Tree Cool River model; the model was not calibrated to the observed data. The temporal pattern in simulated and observed reach-averaged river temperature captured the sinusoidal heating and cooling due to diurnal variation in radiation, with additional temporal variation due to cloud cover, and wind (Fig. S3). The model simulation underestimated the observed variation in river temperature by 0.85°C, split between overestimating the nighttime minimum and underestimating the daytime maximum temperature. The spatial performance of the i-Tree Cool River model in SM Creek was assessed against observed data at 12 cross-sections, with water entering the reach at 12.5°C and warming by 3.6°C due to lateral inflows, primarily from a surface reservoir. At the upstream boundary, the model used observed values and hence had a perfect coefficient of determination $R^2$ of 1 (Fig. S4), and at the other 11 locations the smallest $R^2$ was 0.8, the largest $R^2$ was 0.95, and the average $R^2$ was 0.88. To validate the model, a Nash-Sutcliffe Efficiency (NSE) metric was used to assess the goodness of fit between observed and simulated reach-average time series, achieving an NSE of 0.93, close to the perfect NSE of 1. The simulated vs observed time series had a coefficient of determination $R^2$ of 0.95, and a root mean square error (RMSE) of 0.1°C. A statistical t-test of the observed and simulated temperature time series having no meaningful difference, with an $\alpha=0.05$, had a p-value of 0.90, showing there was no meaningful
difference between the simulated and observed temperatures. To understand the role of different drivers of urban river temperature to guide the LA River restoration scenarios, a sensitivity analysis was conducted to confirm the importance of cool groundwater inflow and hyporheic exchange, warm surface water inflows, and a cool upstream boundary condition (Fig. 5S).

3.3.2 The LA River

The simulated river temperature in the LA River for the base case 0.5 km reach length had an average river temperature of 28.7°C, with a diurnal pattern of warming and cooling (Fig. 3), and the average temperature rose by 0.05°C per km to 29.5°C at the 17.5 km reach length (see Table 2). The average river temperature associated with each restoration scenario was then subtracted from the base case river temperature at the equivalent reach length to generate the cooling, noted as ΔT in Table 2. The paired-samples t-test with α = 0.05 showed significant differences (p < 0.05) between simulated average river temperatures for each scenario and those of its 0.5 or 17.5 km reach length base case. The scenario of using green infrastructure inflows of infiltrated treated wastewater entering the river at groundwater temperature generated a ΔT of 0.3°C from the 17.5 km reach base case (Table 2). The scenario of using riffle-pool bedform morphology to increase hyporheic exchange generated a ΔT of 0.7°C from the 17.5 km reach base case. Combining the restoration treatments of green infrastructure and riffle-pool bedforms generated a ΔT of 0.9°C from the 17.5 km reach base case, with the simulated average water temperature still increasing by 0.01°C per km of reach due to the absence of riparian forest and full solar exposure on the river. Combining the
restoration treatment of riparian shade with the restoration of green infrastructure and riffle-pool bedforms generated a $\Delta T$ of 4.4°C from the 17.5 km reach base case, with the simulated average water temperature now decreasing by 0.17°C per km of reach.

The single scenario of riparian shade generated a $\Delta T$ of 3.6°C from the 17.5 km reach base case, with average water temperature decreasing by 0.14°C per km of reach when cooling was not provided by the riffle-pool hyporheic exchange and green infrastructure induced groundwater inflows. Combining the four restoration treatments of floodplain forests with riparian shade, green infrastructure, and riffle-pool bedforms generated the largest $\Delta T$ of 7.2°C from the 17.5 km reach base case, 64% cooler than the $\Delta T$ of 4.4°C when riparian shade, green infrastructure, and riffle-pool bedforms were combined. The combination of 4 restoration treatments caused average water temperature to decrease by 0.15°C per km of reach. The impact of the floodplain forest scenario cools the upstream boundary river temperature, and when combined with the riparian forest this cooler water propagates down river. This is evident in the 0.5 km reach when comparing the $\Delta T$ of 3.5°C for the scenario with only riparian shade and floodplain forest and $\Delta T$ of 0.7°C for the scenario combining treatments of riparian shade, green infrastructure, and riffle-pool bedforms.

The simulated cooling of the LA River temperature by the restoration scenarios led to the potential for higher saturated DO levels (Fig. 4). The percent difference between the average DO associated with each base case and restoration scenario, relative to the base case at the equivalent reach length of 0.5 or 17.5 km, was used to compute the $\Delta DO$ (%). The lowest DO saturation was 7.6 mg/L for the 17.5 km reach.
base case, and the highest DO saturation was 8.7 mg/L for the 17.5 km reach with all four treatments. The restoration scenarios without riparian shade on the 17.5 km reach had an average \( \Delta \text{DO}_{\text{sat}} \) of 2% (Fig. 4). The scenario of riparian shade as the only restoration treatment increased the \( \Delta \text{DO}_{\text{sat}} \) to 6%, and the combination of riparian shade, green infrastructure, and riffle-pool bedforms increased the \( \Delta \text{DO}_{\text{sat}} \) to 8%. The scenario of floodplain forests increased the \( \Delta \text{DO}_{\text{sat}} \) to 12.5%, while the combination of all 4 restoration treatments increased the \( \Delta \text{DO}_{\text{sat}} \) to 14.5%. The error bars about the \( \Delta \text{DO}_{\text{sat}} \) values represent uncertainty in model view-to-sky factors, generating ±0.2°C variation in river temperatures, which led to 0.08 to 0.12 mg/L variation in \( \text{DO}_{\text{sat}} \) and a ±0.5% to ±1.6% error bar, with smaller values for the lower percentages.

3.4 Discussion

This study updated i-Tree Cool River model to utilize water surface profile data from the HEC-RAS model and thereby coordinate evaluations of thermal and flood hazard impacts. By coupling the hydraulic transport model of HEC-RAS with the temperature transport model of i-Tree Cool River, Eq 4 can lead to differences in the volume of water predicted by the two transport models. This is due to the first right hand side term in Eq 4 representing temperature transport as plug flow, with upstream temperature from the prior time step replacing downstream temperature in the current time step, even when upstream and downstream volumes may not be equal for each reach segment. To avoid this continuity error, the i-Tree Cool River model maintains the HEC-RAS model volume for each reach segment, and uses cross-section spacing of 5 m or less to constrain the error in the temperature estimate.
This HEC-RAS model has a similar continuity error problem when combining its hydraulic and temperature transport models. The HEC-RAS manual (USACE, 2016) explains Eq 1 can also lead to cross-section volume predictions that are slightly different than the volume predicted by the HEC-RAS hydraulic model used to determine water surface profiles. To handle this continuity error, the HEC-RAS model corrects the temperature model volume and allow erroneous estimates in temperature, or it maintains the temperature model volume and allows erroneous estimates in water depth and velocity (USACE, 2016). Users can alternatively perform these simulations without the HEC-RAS model outputs, using Eq 4 to 6 with the i-Tree Cool model version of the HEC-RAS model 5-step hydraulic routine, or with Eq 1 to 3, by selecting these options in the configuration file. An advantage of using the HEC-RAS model to generate the water surface profile is its ability to simulate a vast array of aquatic grey infrastructure, e.g., bridges, gates, weirs, culverts, channel constrictions, and levees.

The reduction in warm water inflows at the upstream boundary and along the reach was a major contribution to the cooling of the LA River in simulations by the i-Tree Cool River model, an outcome supported by field observation and prior model development. The thermal impact of warm surface inflows was observed in the cool mountain area of SM Creek in NY when a lateral reservoir inflow caused a 2.4°C warming of river temperature, the greatest warming along the reach (see Fig. S3 and S5). In the South Fork Yuba River of California, selective withdrawal from deeper, cooler layers within reservoirs is the recommended strategy to decrease summer river
temperatures (Rheinheimer et al., 2015). The amount of cooling is a function of the relative volume and temperatures of the inflow compared with the river flow. Null et al. (2017) needed to increase the inflow of 21°C reservoir water to 40% of the river flow during the 2015 summer in order to reduce >28°C water temperatures on the East Walker River of Nevada by 5°C and bring DO levels above 5 mg/L to reduce fish stress. Nichols et al. (2014) documented how cool groundwater inflows could mimic reservoir releases to lower the temperature of a Shasta River tributary in northern California, but how the unshaded tributary allowed this cool water to warm as it flowed downstream. This LA River simulations captured a similar phenomenon, generating 20°C groundwater inflows by infiltrating warm surface waters in green infrastructure, which entered the river at 18% of its flowrate in the first 0.5 km section, decreasing the average river temperature by 0.3°C yet not reversing the downstream warming trend in river temperature.

Periodic instances of hyporheic exchange along the reach length had a larger cooling effect in the LA River simulations than the instance of groundwater inflow via green infrastructure within the first 0.5 km. Loheide and Gorelick (2006) observed the importance of periodic instances of hyporheic exchange in a restored section of Cottonwood Creek in northern California caused summer river temperatures to cool in the downstream direction, and then simulated how its absence led to river temperatures to warm in the downstream direction. This concept was used with the riffle-pool bedform simulations along the LA River, which induced regular replacement of 10% of the warm river water with 20°C groundwater and led to a 0.7°C cooling of average river
temperatures. Loheide and Gorelick (2006) also showed how periodic inflows of groundwater also cooled the river in the downstream direction, and Risely et al. (2010) warn of the loss of such subsurface inflows, documenting how the pumping of wellfields reduced inflows by 18% and caused summer river temperatures to warm by 0.5°C.

The urban heat island phenomena warms the surface and air of Los Angeles (Weng and Fu, 2014), and this can be mitigated with forest plantings (Endreny, 2018; Yang et al., 2013). In the LA River scenarios, the ambient air temperature was simulated to decrease by 2.2°C as a result of establishing riparian and floodplain forest a restoration treatment, leading to a decrease in average river temperature of 6.4°C for the 17.5 km reach. The restoration scenario of riparian shading as the only restoration treatment led to a decrease in average river temperature of 3.6°C for the 17.5 km reach, which is a response supported by other studies. Ketabchy et al. (2019) used a watershed heat budget model to demonstrate urban forest expansion cooled July and August 2015 water temperature in Stoubles Creek, Virginia by 1.4°C to help meet targets for native fish habitat. Roth et al. (2010) simulated how the loss of urban riparian forest along the Boiron de Morges River in Switzerland warmed August 2007 average maximum air temperature by 1.6°C and river temperature by 0.7°C. Sun et al. (2015) showed how observed and modeled peak river temperatures in Mercer Creek of Washington has decreased by 4°C in reaches that had more riparian and floodplain forest.

Decreasing the river temperature in the LA River would improve the saturation DO level, and thereby lead to better habitat for desired fish and other aquatic
organisms. Our LA River scenario of all 4 restoration treatments lowered river temperature by 7.2°C, resulting in a 14.5% increase in DO_{sat} level, improving conditions for desired fishes. As of 2011, 83% of California’s native inland fish were extinct or declining (Moyle et al., 2011), and Carter (2005) reports in southern California, cold-water fishes such as trout (Oncorhynchus mykiss) avoid areas with DO less than 5 mg/L; for trout eggs, DO levels below 11 mg/L will delay their hatching, and DO below 8 mg/L will impair young trout growth and lower their survival rates. Due to climate change, the warm season river temperatures in the Sierra Nevada of California are predicted to increase by up to 5.5°C by 2100, resulting in a 10% decrease in DO levels (Ficklin et al., 2013). Lower DO levels are a major reason for the hypoxic system in the LA River estuary (Diaz and Rosenberg, 2008), likely caused by excess loading of nutrients from human activity (Booth, 2015). The model developed in this study can assist planners such as those involved in the LA River restoration, where restoration might include floodplain and riparian forests for wildlife habitat and riffle-pool bedform morphology to encourage native fish habitat (USACE, 2015).

3.5 Conclusions

In this study, an updated version of i-Tree Cool River model was created to assess thermal restoration using water surface profile data from the HEC-RAS model. The updated i-Tree Cool River model can help planners assess the thermal benefit of floodplain and riverine restoration that naturalizes the hydrologic cycle, using HEC-RAS model water surface profiles approved for flood hazard mapping. Various restoration
scenarios were simulated on a 17.5 km reach of the LA River targeted for ecological restoration. Findings are summarized as:

- Groundwater inflows coming from surface inflows that had been infiltrated to green infrastructure decreased the average river temperature by 0.3°C.
- Hyporheic exchange coming from riffle-pool bedforms decreased the average river temperature by 0.9°C.
- Diminished shortwave radiation from riparian forests decreased average river temperatures by 3.6°C.
- Lower air temperatures and upstream reservoir temperatures decreased the temperature of the river at its upstream boundary, and when combined with the 3 above restoration treatments decreased average river temperature by 7.2°C.
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3.7 Supplementary Materials

The performance of i-Tree Cool River Model in SM Creek was assessed at each of the 12 cross-sections along the simulated reach (Fig. S4). Due to thermal loading in the river from the urban storm sewers and reservoir, there is a trend of increasing water temperature with distance downstream as the river leaves the forest headwater. There average temperature is 12.5°C at the headwater cross-section (XS 01), which increases to 16.2°C in the last cross-section (XS 12). The average $R^2$ for the 12 cross-sections was 0.88. In the default mode used for this study, in the first timestep the model sets simulated river water temperature equal at all cross-sections, using the value of the upstream boundary condition at timestep 1. Due to this initial condition, the model will likely underestimate observed temperature for the first timestep at downstream cross-sections. The average value of this underestimation for XS 02 to XS 10 was 0.4°C and became as large as 3.4°C for the XS 11 and XS 12 which are located downstream of the reservoir inflow from Gooseberry Creek.

The i-Tree Cool River Model simulated inflows of warm water to SM Creek at cross-section 960 m due to storm sewers entering upstream, and at 2 km due to a reservoir entering via a tributary (Fig. S5a). The lateral inflows were the primary reason for water temperatures to increase by 3.6°C along the length of the reach, from 12.5°C at the headwater to 16.2°C at the outlet. While this warming had average slope of 0.18°C per 100 m, the observed data showed steeper increases in river temperature between cross-sections 600 m and 960 m at a rate of 0.2°C per 100 m, and between cross-sections 1440 m and 2 km at a rate of 0.5°C per 100 m. In areas without inflows,
the heat flux terms of Eq. 3 drove the warming, with water temperature between cross-sections 0 m and 600 m increasing by 0.1 °C per 100 m, and water temperature between cross-sections 960 m and 1440 m the increasing by 0.02°C per 100 m.

The validated i-Tree Cool River Model was next used to examine the individual impacts of groundwater discharge, hyporheic exchange flow, lateral inflows, and shading on the SM Creek temperature. By removing groundwater discharge and hyporheic exchange, the simulated average river temperature increased to 14.6°C from 13.8°C, at a rate of 0.2°C per 100 m, and was 0.8°C warmer than the average observed river temperature (Fig. S5b). The removal of these subsurface inflows caused the model RMSE to worsen from 0.1°C to 0.8°C. When the lateral inflows from storm sewers and the reservoir were removed from the simulation, but subsurface inflows remained, the simulated average river temperature decreased from 13.8°C to 13.3°C with a growth rate of 0.1°C per 100 m, and caused the model to underestimate observed temperatures by 0.5°C for all cross-sections (Fig. S5c). The removal of the lateral inflows caused the model RMSE to increase from 0.1°C to 1.0°C, and the $R^2$ worsened from 0.95 to 0.86. The removal of the upstream forest caused a warming of the upstream air temperature, which increased the water temperature at the upstream boundary, and caused the simulated average river temperature to increase by 17.2 °C from 15.2 °C. This warmer boundary condition, together with removing riparian shading from the simulation caused the average river temperature to increase from 13.8°C to 15.2°C. The influence of the shading alone caused a warming growth rate of 0.1°C per 100 m (Fig. S5d).
### 3.8 Tables

**Table 8** (Table 1): The i-Tree Cool River inputs of average temperature for air, groundwater, upstream boundary condition, substrate, and surface runoff for the base case and restoration scenarios.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Sun (No riparian or floodplain forest expansion)</td>
</tr>
<tr>
<td>Air</td>
<td>23.7</td>
</tr>
<tr>
<td>Groundwater</td>
<td>20.0</td>
</tr>
<tr>
<td>Boundary conditions</td>
<td>28.6</td>
</tr>
<tr>
<td>Substrate</td>
<td>32.0</td>
</tr>
<tr>
<td>Surface runoff</td>
<td>30.0</td>
</tr>
</tbody>
</table>
Table 9 (Table 2): The i-Tree Cool River model simulated average river temperature (°C) in the 0.5 and 17.5 km reach lengths of the LA River for base case and all scenarios, and the temperature differences (°C) between each scenario and the base case for the same reach length row.

<table>
<thead>
<tr>
<th>Reach length (km)</th>
<th>Var. (°C)</th>
<th>Full Sun (No riparian or floodplain forest expansion)</th>
<th>Riparian Shade (No floodplain forest expansion)</th>
<th>Riparian Shade and Floodplain Forest Expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>No Riffle-Pools</td>
<td>With Riffle-Pools</td>
<td>No Riffle-Pools</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>No GI</td>
<td>GI</td>
<td>No GI</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>28.7</td>
<td>28.6</td>
<td>28.5</td>
</tr>
<tr>
<td></td>
<td>ΔT</td>
<td>0.0</td>
<td>0.3</td>
<td>0.7</td>
</tr>
<tr>
<td>17.5</td>
<td></td>
<td>29.5</td>
<td>29.2</td>
<td>28.8</td>
</tr>
</tbody>
</table>
3.9 Figures

**Figure 14** (Figure 1): The monitoring station of the LA River upstream boundary cross-section and a surface water inflow location. The inset with star shows the site location within the state of California.
Figure 15 (Figure 2): Schematics of the i-Tree Cool River model: (a) River cross-section view, demonstrating the energy and water balances. In this figure, $P$ represents precipitation, and $Q_S$, $Q_G$, and $Q_P$ represent the surface flow, groundwater flow, and pipe flow, respectively. $\Phi$ is the heat flux, and subscripts $\text{LW}$ is longwave radiation flux, $\text{SW}$ is shortwave radiation flux, $\text{latent}$ is latent heat flux, $\text{sensible}$ is sensible heat flux, and $\text{sediment}$ is bed sediment heat flux; (b) River longitudinal section for a riffle-pool bedform. The hyporheic inflow pathways around the riffle-pool and substrate temperature are shown in the panel; and (c) River plan view demonstrating the lateral inflows that can be added to the river flow in either dry or wet weather. $X_S$ represents the cross-section of the river reach.
**Figure 16** (Figure 3): The hourly observed air temperature and simulated river temperature in the LA River for June 17 to 18, 2016 with the observed average, minimum, and maximum river temperatures for the month of June.
Figure 17 (Figure 4): The simulated average change (%) in saturated DO between the base case and all restoration scenarios for the 17.5 km reach of the LA River, June 17 to 18, 2016. The error bars show the uncertainty levels in the percentage of the $\Delta$DO$_{sat}$ associated with the view-to-sky factor.
Figure 18 (Figure S1): (a) New York State (NYS) with the study area (b) Location of the SM Creek watershed within the study sites outlined by a black box. (c) Monitoring stations of the study site in the SM Creek, NY.
Figure 19 (Figure S2): Location of the LA River watershed within the study sites shown by a redpoint.
Figure 20 (Figure S3): Hourly air temperature and average observed and simulated river temperatures in SM Creek, NY
**Figure 21** (Figure S4): Scatterplots of observed and simulated river temperatures for the 12 cross-sections (XS) of SM Creek, indicating their river stations from 0 to 2 km.
Figure 22 (Figure S5): Observed and simulated river temperatures in SM Creek. The plots represent the average river temperature along the reach for the (a) original condition, (b) no cooling effect of subsurface inflows, (c) no warming effect of lateral inflows in Tannersville area and the Gooseberry Creek, and (d) no observed boundary condition.
4 Comparison of Urban Stormwater Runoff Modeling Performance By i-Tree Hydro and EPA SWMM

Abstract: Impervious landcover in urban watersheds have long been implicated in the decline of watershed integrity, due to its effects on stormwater runoff quantity and quality. To facilitate urban watershed management, hydrologic models are used to assess how stormwater runoff will respond to different management and land cover scenarios. This study aims to compare the runoff quantity estimates of two hydrologic models, the i-Tree Hydro model and the Environmental Protection Agency’s Stormwater Management Model (EPA SWMM), each using similar methods to represent impervious depression storage and infiltration, but different methods to represent pervious depression storage, canopy interception, evaporation, subsurface flow, and hydrograph routing. The models simulated a 2-hr design storm event at a 5-min time step for six distinct sub-basins totaling 11.7 ha in size, each with distinct land cover characteristics affecting runoff. To reduce differences in model predictions of runoff, inputs for both models set potential canopy interception and pervious depression to 0. The i-Tree Hydro model estimated a total effective runoff of 15.4 mm, 3% higher than SWMM. The i-Tree Hydro model simulated a peak effective runoff of 3.6 mm, 5% higher than SWMM. Both models estimated the same time to peak runoff, with SWMM using a kinematic wave algorithm and the i-Tree Hydro model using 2 calibrated parameters in a diffusive wave algorithm. The i-Tree Hydro model estimated a total infiltration of 8.5 mm, 1% higher than SWMM and total evaporation of 0.8 mm, 40% less than the
SWMM. Based on this study, the two models are equivalent in estimating total runoff, and can be adjusted to represent the same peak runoff characteristics.

Key Terms: Surface Runoff Simulation, i-Tree Hydro, SWMM, Urban Forest Management, Urban Watershed

4.1 Introduction

Urbanization is a disruptive form of land cover change that alters how water flows during and following storm events, degrading physical, chemical, and biological indicators of water quality in receiving waters (NRC, 2009). The vulnerability and value of urban waters will remain high as the world’s population transitions from 55% urban residents in 2018 to 68% urban residents by 2050, adding 2.5 billion people to large and small urban areas across the globe (United Nations, 2018). The United Nations has identified urbanization as one of the critical sustainability challenges for our planet, specifying the need for infrastructure to deliver key services, and resource management to reduce environmental impact (United Nations, 2016). In recognition of human dependence on the services provided by water and the risk of water scarcity in urban areas, the United Nations has emphasized nature-based solutions to managing stormwater (Houngbo, 2018). Endreny et al., (2017) estimated the economic rationale for such nature-based solutions in megacities, finding existing tree cover provided a median annual value of $11.3 million in avoided stormwater treatment. Computer models can help communities design and assess nature-based solutions to managing stormwater (Abdi and Endreny, 2019; Abdi et al., 2019), and in selecting or designing
the appropriate stormwater model it is useful to consider the NRC (2009) review of stormwater modeling goals, current approaches, and recommended improvements.

The limits in scientific theory and measurement prohibit any model from reproducing all of the interactions of the actual stormwater runoff process. The NRC (2009) explains stormwater models vary in how they address the tradeoffs between model accuracy and complexity, as well as user priorities and constraints. In general hydrologic model accuracy and ease of use can vary with the different fundamental approaches for representing the system, including the simulated area (spatially lumped vs distributed land cover and soils), the weather (single storm event vs continuous record for a year), the model equations (empirically derived vs mechanistic processes of cause and effect), and the uncertainty in equation parameters (deterministic vs stochastic). Specific to stormwater modeling, these tradeoffs extend to whether and how models represent runoff production (Curve Number vs infiltration routine), the pollutant sources (build-up and wash-off vs event mean concentrations), the runoff transport (e.g., storm sewer routing vs overland flow), stormwater control measures or green infrastructure (e.g., street sweeping or rain gardens), the pollutant fate (conservative vs physical, chemical and biological transformation); and receiving water response (NRC, 2009).

The NRC (2009) reviewed what it considered the most widely used stormwater models, which included: the Rational Method (Kuichling, 1889); the Simple Method (Schueler, 1987); TR-20 (SCS, 1983) and TR-55 (USDA, 1986); the Generalized Watershed Loading Function (GWLF; Haith et al., 1992); the Program for Predicting
Pollutant Particle Passage through Pits, Puddles, and Ponds (P8; Walker, 1990); the Model for Urban Stormwater Improvement Conceptualization (MUSIC; Wong et al. 2002 and 2006); the Storm Water Management Model (SWMM; Rossman, 2010); the Source Loading and Management Model (SLAMM; Pitt and Voorhees 2002); the Soil and Water Assessment Tool (SWAT; Neitsch et al., 2002); the Hydrologic Simulation Program Fortran (HSPF; Jia and Culver, 2008); the Western Washington Hydrologic Model (WWHM3; Clear Creek Solutions, 2006); and the Chesapeake Bay Watershed Model (CMWM; US EPA, 1998). The NRC (2009) recognized the value of the above models in providing options along the accuracy vs complexity spectrum, and then encouraged the development and use of a new generation of models that can mechanistically link surface and subsurface systems in order to incorporate green infrastructure within the actual surface and subsurface flow networks, and represent catchment-scale impacts of urbanization.

The new generation of models representing the linkage between surface and subsurface systems used mechanistic infiltration and evaporation routines dependent on more detailed soil and vegetation data and used spatially- or statistically-distributed topography data to mechanistically represent the local to catchment scale flow networks. The NRC (2009) identified this more advanced set of models to include: the Distributed Hydrology Soil Vegetation Model (DHSVM; Wigmosta et al., 1994); the Regional Hydro-Ecologic Simulation System (RHESSys; Tague and Band, 2009); the ParFlow-Common Land Model (CLM; Maxwell and Miller, 2005); the Penn State Integrated Hydrologic Model (PIHM; Qu and Duffy, 2007); the Soil Moisture Distribution
and Routing (SMDR; Soil and Water Laboratory, 2003) model; and i-Tree Hydro, which is the new name of the Wang, et al., (2008) model referenced in the report and formally known as the UFORE-Hydro model.

The importance of this mechanistically representing surface-subsurface interaction is illustrated with the simulation of a bioretention basin and similar green infrastructure designed to capture and infiltrate runoff from a larger drainage area, making stormwater available for transpiration by vegetation and recharge to groundwater and then receiving waters. Endreny and Collins (2009) used a mechanistically coupled surface-subsurface model to design the spacing between bioretention basins to maximize infiltration while avoiding groundwater mounding and its potential damage to infrastructures such as roads and buildings. In another example, the NRC (2009) noted how Wang et al., (2008), using the UFORE-Hydro model precursor to the i-Tree Hydro model, linked canopy interception, evaporation, infiltration, and subsurface water table redistribution to evaluate the effectiveness of tree cover on increasing stormwater storage across the catchment.

This study aims to update the i-Tree Hydro model to operate at a sub-hourly time step and represent the fast and slow components of a rainfall partitioning and runoff generation, a first step in updating the model to simulate stormwater control measures such as green infrastructure. To date, the i-Tree Hydro model has not explicitly represented green infrastructure devices such as bioretention basins and has limited simulation to a 1-hour time step (Wang et al., 2008; Yang et al., 2013), however the need for nature-based stormwater management together, with the small size and short
time of concentration of urban sub-catchments using green infrastructure devices requires sub-hourly simulation (US Climate Resilience Toolkit, 2019). By contrast, the SWMM code, maintained by the US Environmental Protection Agency (Rossman, 2015) offers sub-hourly simulation and represents green infrastructure devices, but does not simulate some critical nature-based processes, such as tree canopy interception and topography driven subsurface water balance, features within i-Tree Hydro.

4.2 Methods

The i-Tree Hydro model version 6 (USDA Forest Service, 2018) was created for this study to enable easy application of a sub-hourly simulation time step and manage inputs, parameters, and outputs using a configuration.xml file. The i-Tree Hydro model is a freeware stand-alone desktop application tool written in the C++ language and designed to simulate the effects of changes in urban tree cover and other land cover on the hydrological cycle, including streamflow and water quality, in watershed and non-watershed areas (Wang et al., 2008; Yang et al., 2011). The new model version enabled the generation of extended model outputs which provide time series of all simulated water stores (e.g., depression storage) and fluxes (e.g., runoff rate, soil infiltration rate), which are used to compare model outputs with those of SWMM version 5.1 (Rossman, 2015), a tool with a proven record of accurate simulations (US Climate Resilience Network, 2019).

The i-Tree Hydro model consists of five main routines for simulating the rainfall-runoff process including canopy interception, depression storage, evaporation and evapotranspiration, infiltration and soil moisture, and semi-spatial distribution of runoff...
generation (Fig. 1). The canopy interception routine simulates the precipitation (rain and snow) interception by the vegetation canopy with a seasonally varying leaf area index. The depression storage routine represents pervious and impervious depression storages, such as road potholes, as user-defined average storage depths for the area of interest. The potential evaporation and evapotranspiration rates computed using a modified Penman-Monteith equation, with actual rates set as a function of available water in each storage unit (Wang et al., 2008).

The i-Tree Hydro model infiltration is simulated using a modified Green-Ampt routine with hydraulic conductivity decaying with depth as an exponential function (Beven, 1984) or power function (Wang et al., 2006). Soil moisture and water-table depth is simulated using a TOPMODEL routine (Beven and Kirby, 1979) representing the influence of topography on available soil moisture storage across the catchment, distributed between 30 different topographic index bins derived from a digital elevation map of the catchment. The topographic index bins provide a statistical distribution of runoff generation per unit watershed area for flow components of pervious surface runoff from infiltration and saturation excess, directly connected impervious area surface runoff, and saturated zone subsurface flow. Runoff hydrographs for pervious and impervious sub-areas are generated with a two-parameter (α, β) surface diffusion algorithm (Yang and Endreny, 2013).

The study area and model parameters used to compare the i-Tree Hydro model with the SWMM code were directly adopted from example 4 in a set of SWMM case studies developed by Gironás et al., (2009) to illustrate how to use SWMM. The model
domain is an 11.7-hectare area in Fort Collins, Colorado divided into 6 sub-catchments, numbered S1 to S6 (Fig 2), each with different areas and impervious land cover fractions (Table 1). The site is drained by surface runoff pathways and has no storm sewers. The simulation did not include the low impact development controls (e.g., bioretention basin, swale) and set the pervious depression storage to zero for both the SWMM and the i-Tree Hydro model due to the inability of the models to treat these systems equivalently.

The rain event for the test case was a 2-hour duration rainfall event with a frequency of 2-year return period, simulated with a 5-minute temporal resolution with a depth of 24.89 mm. The potential evaporation rate for the study area in SWMM was a constant daily value equal to 5.08 mm/day and we used the same rate with the i-Tree Hydro model to keep the consistency. Soil infiltration was calculated by the Green–Ampt equation for both models use identical values for parameters of suction head (88.9 mm), hydraulic conductivity (5.08 mm/hr), and soil moisture initial deficit (0.2 fraction). The models sent all pervious and impervious runoff as hydrographs to the outlet O1. The SWMM simulation computed runoff rate with the Manning equation for a uniform depth across the sub-catchment with a given roughness and slope, updating depth at each time step with a nonlinear reservoir routine (Rossman and Huber, 2016). The i-Tree Hydro model set its $\alpha$ and $\beta$ parameters used in hydrograph routing by calibrating to the SWMM hydrograph peak and time to peak, to keep consistency. The canopy cover in the case study simulation was set to 0 for both models due to the SWMM code not
representing canopy interception and evaporation. Additional details about the parameters used for the SWMM and i-Tree Hydro model are in Table 2.

To assess the updated i-Tree Hydro model performance relative to SWMM predictions, outputs including the simulated total runoff, infiltration, and evaporation from both models were analyzed using coefficient of determination ($R^2$) values and paired t-test statistical analysis. The SWMM output was analyzed at the default output time step of 1 min, and the i-Tree Hydro model output was analyzed at the 5-min time step.

4.3 Results

Comparing the i-Tree Hydro model and SWMM simulated runoff time series for the 11.7-hectare Fort Collins study site showed the two models have good agreement. The average runoff depth for the 2 hours rainfall event was simulated by SWMM as 14.9 mm (59.9% of precipitation) and was simulated by the i-Tree Hydro model as 15.4 mm (61.9% of precipitation) (Figure 3). For both simulated runoff time series, the time to peak runoff was 30 minutes and the duration of the runoff event was 160 minutes. The peak flow for the SWMM simulated runoff was 3.4 mm, 6% less than the i-Tree Hydro simulated runoff, which was 3.6 mm. Statistical analysis showed that the i-Tree Hydro model simulation of the 5-minute runoff time series was not significantly different than that of the SWMM simulations, based on the p-values calculated using a paired-samples t-test and the $\alpha = 0.05$. When compared with the SWMM outputs for the three hours of the simulation containing the storm event and the subsequent runoff, the i-Tree Hydro model outputs had a root-mean-square error (RMSE) of 0.17 mm and a
coefficient of determination (R²) of 0.97, and no significant difference based on a p-value of 0.62.

The relative goodness of fit between the i-Tree Hydro model and SWMM predictions for 3-hours of runoff was visualized using scatterplots for the Fort Collins six sub-catchments (Figure 4). The total runoff simulated by the i-Tree Hydro model differed from that of SWMM for the sub-catchments S1 to S6 with a range of 0% for S2, S4, and S5 to 1.6% for S3, with an average of 0.4%. For sub-basin S6 with no impervious landcover, the percentage of difference for total runoff between the i-Tree Hydro model and SWMM was 0.0%. The runoff duration difference for the six sub-catchments and the total area ranged from 0% for S1, S5, S6, and the total area to 1.5% for S3, with an average of 0.5% (Table 3). For the six sub-catchments and 11.7-hectare total area, the absolute differences between the simulated peak runoff for the SWMM and i-Tree Hydro model predictions ranged between 0% in S2 and S4 to 8.3% in S6, with an average of approximately 3.8% (Table 3).

For the total infiltration values of the i-Tree Hydro model compared with SWMM for the Fort Collins 11.7-hectare total area, the simulated total infiltration of i-Tree Hydro had a <5% smaller value for the first 25 min, then at <5% higher total infiltration for the next 55 min, and then they increased at the same rate (Figure 5). For the 11.7-hectare total area, the duration of infiltration for the i-Tree Hydro model was 120 minutes which was 3 minutes more than the duration of infiltration for the SWMM simulation, showing a 2.5% difference between the infiltration duration for the two models (Table 3). The magnitude of the total infiltration simulated by the i-Tree Hydro model was 8.5 mm
(34.2% of precipitation), nearly identical to the total infiltration simulated by SWMM of 8.4 mm (33.8% of precipitation). For the 120 minutes of the infiltration period, the i-Tree Hydro model and SWMM had an $R^2$ of 0.98. In the period between 25 minute and 65 minutes, the total infiltration simulated using the i-Tree Hydro model was larger and at a steeper slope compared with the SWMM results. The largest difference between the model results was in minute 50 when the total infiltration for the i-Tree Hydro simulation was 5.7 mm which was 0.8 mm larger than the total infiltration for the SWMM simulation.

The scatterplots of the 3-hour simulated infiltration rate for the six sub-catchments in the Fort Collins study area provide insights on the relative goodness of fit for each sub-basin and the associated drivers of the i-Tree Hydro model accuracy compared with SWMM in calculating the infiltration rate (Figure 6). Comparison of the total infiltration depths for the six sub-catchments from the i-Tree Hydro model and SWMM showed that the differences were between 0% for S1, S2, S3 to 4.2% for S5, with an average of 1.2%. The distribution of the infiltration rates for six sub-catchments showed that the $R^2$ for the sub-catchments were approximately 0.74 (Table 3), demonstrating that even though the error range between total values for the simulated infiltration was approximately 1%, their distribution doesn't have as high goodness of fit as the simulated runoff values. The maximum calculated infiltration rate for the six sub-catchments using the i-Tree Hydro model was approximately 0.6 mm larger than the maximum infiltration rate simulated by the SWMM. The differences between the maximum simulated infiltration rates from the i-Tree Hydro model and SWMM showed
that the maximum simulated infiltration rate using i-Tree Hydro was approximately 1.7 times larger than the maximum infiltration rate calculated by SWMM.

The box plots for the simulated evaporation rates from the i-Tree Hydro model and SWMM demonstrated that the evaporation rate for the SWMM simulation was the constant value from the input files, whereas the evaporation rate from the i-Tree Hydro model had variation for most of the sub-catchments which was because of the function the model uses for calculating the evaporation rate in pervious and impervious land covers (Figure 7). The average of the evaporation depths for the SWMM simulations in five sub-catchments S1 to S6 was 0.9 mm. The average of the evaporation depths for the i-Tree Hydro model results for the five sub-catchments S1 to S6 was 0.7 mm. The total evaporation depth differences between SWMM and i-Tree Hydro model for the sub-catchments S1 to S6 ranged from 12.5% to 28% with an average difference of 19% (Table 3). For the 11.7-hectare total area, the total evaporation depth for the i-Tree Hydro model simulation was 0.8 mm (3.2% of precipitation), which was 40% less than the SWMM simulation of 1.4 mm (5.6% of precipitation) (Table 3).

4.4 Discussion

The SWMM simulations provided a useful benchmark for the i-Tree Hydro model, with this use of SWMM as a standard likely due to its decades of testing and improvement in predicting total and peak runoff for 1000s of municipalities (Huber and Roesner, 2012). Both the i-Tree Hydro model and SWMM estimated nearly 60% of the 24.89 mm in precipitation was partitioned to total runoff (59.9% for SWMM, 61.9% for i-Tree Hydro). This close agreement in total runoff estimates between the models is
attributed to each model using an identical land surface and nearly equivalent Green-Ampt infiltration routines. The total infiltration estimated by the i-Tree Hydro model and SWMM simulations were nearly 34% of the 24.89 mm of precipitation (33.8% for SWMM, 34.2% for i-Tree Hydro). Reasons for the 0.5 mm model disagreement in the total runoff, 2% of the precipitation, include the different approaches used to parameterize essentially similar model concepts for infiltration and soil moisture algorithms.

The i-Tree Hydro model and SWMM simulations of the Fort Collins, CO catchment used the same impervious area, impervious depression storage, and soil properties of hydraulic conductivity and suction head, and deliberately set pervious depression storage and vegetation canopy to values of zero to reduce differences. Differences between the models include the i-Tree Hydro model using exponential decay in hydraulic conductivity while SWMM uses a uniform value, and the i-Tree Hydro model simulating a 3 layer sub-surface with a ~15 cm depth for soil evaporation while SWMM uses a uniform soil and infinite depth for soil evaporation.

The magnitude of differences in runoff depth between the i-Tree Hydro model and SWMM estimates is smaller than that reported by other studies comparing stormwater models to SWMM. Bhaduri et al. (2001) developed the L-THIA model for decadal simulations of changes in the runoff with changes in impervious cover, designing their model to use only 3 inputs, far less data and preparation time than SWMM, and forgo the burden of simulating the details of runoff peak or totals for individual storms. Based on a comparison of model results for two areas in Chicago,
Illinois, with SWMM estimating 3% more total runoff for each 10% increase in impervious, Bhaduri et al. (2001) considered their model suitable for planning work and initial assessments of land use change prior to undertaking design-based SWMM simulations. Granata et al., (2016) and Wang and Altunkaynak (2012) each developed support vector machine and fuzzy logic algorithms, respectively, to predict runoff using observed data from cities in northern Italy, and generated some estimates within 2% of SWMM, but others off by >5%. These machine learning type algorithms may not work so well for predicting future scenarios, without observed data for model training, while the i-Tree Hydro model and SWMM approaches use mechanistic simulations that allow for a detailed description of the past, present, or future stormwater system.

Despite the i-Tree Hydro model and SWMM codes using different mechanistic algorithms to generate the runoff hydrograph and determine runoff peak magnitude and timing, these values for all sub-catchments were essentially identical due to calibration. In order to achieve predictive agreement when possible, the i-Tree Hydro model adjusted the α and β parameters of the runoff hydrograph to fit the SWMM estimate. Calibration of these celerity- and diffusivity-related time parameters is typically done against observed data using the PEST auto-calibration function (Doherty, 2010) within the i-Tree Hydro code. Yang and Endreny (2013) developed the two-parameter surface flow diffusion algorithm for the i-Tree Hydro model to generate hydrographs with the fewest possible parameters yet represent observed hydrograph inflection points and their double-peaks composed of fast and slow flow (Yang et al, 2015). The SWMM code does not offer the same algorithm, and the case study used the kinematic wave routing
algorithm, which controls the hydrograph shape with sub-catchment parameters for channel roughness, width, and slope (Rossman, 2015).

Selecting SWMM hydrograph algorithm parameters is likely easier for users, given the kinematic wave theory is more familiar and in most introductory physical hydrology textbooks, while the surface flow diffusion theory is newer and is not covered by such texts (Chin, 2013; Maidment, 1993). Selecting $\alpha$ and $\beta$ parameters for the stormwater system with no observed data or knowledge of the target hydrograph shape can be difficult for new users, and some odd combination of values can generate more runoff than is available. To avoid the erroneous generation of runoff, there are several options. One option is to focus on the storm’s total runoff load, or the runoff depth at each time step, rather than the within-storm hydrograph, given there is little difference between these values when simulating small catchments at sub-hourly time steps. Other options are to re-adjust the $\alpha$ and $\beta$ parameters if the hydrograph depth differs from the total runoff or have the i-Tree Hydro model offer the kinematic wave routing algorithm as an alternative. The kinematic wave algorithm is a mechanistic representation of runoff routing, using parameters familiar to SWMM users, and could provide useful flexibility for the i-Tree Hydro modeling community.

Evaporation was a relatively small portion of the storm total 24.89 mm, which is expected for a simulation period of 12 hours duration. Precipitation allocated to total runoff and infiltration totaled 93.6% for SWMM and 96.0% for the i-Tree Hydro model. The 0.6 mm difference in the estimated total evaporation depth for the two models is a relatively small part of the storm total precipitation but represents a 40% difference.
between the two evaporation depths. Similar to efforts made to minimize the model differences in surface depression storage and infiltration, we removed trees and herbaceous grass in the simulations to turn off i-Tree Hydro simulation of transpiration and canopy evaporation, which are not simulated by SWMM. Further, the i-Tree Hydro model parameters were set to avoid any wetland areas with an exposed water table, which is also not simulated by SWMM or part of the case study. One likely driver for model differences in evaporation is the soil depth used for evaporation in the two models, with the i-Tree Hydro model limiting this to the top 15 cm, and SWMM extending this to the entire soil. Another driver is the diurnal cycle of time-varying potential evaporation used by the i-Tree Hydro model, while the SWMM simulation maintained a constant value and was able to evaporate more water for the period.

The NRC (2009) encouraged use and development of stormwater models using enhanced inputs, such as land cover and elevation data, and representing the whole-catchment linkages between the surface, subsurface, atmospheric and vegetation zones, in order to improve the simulation of nature-based stormwater management. Both the i-Tree Hydro model and the SWMM codes provide advanced features important for simulation of nature-based stormwater management, and with respect to advanced options for simulation of runoff into green infrastructure, transport through storm sewers, and water quality loading, SWMM is the superior model. With respect to vegetation, however, the SWMM code does not explicitly represent the canopy interception, canopy evaporation, and transpiration, all links between the soil and atmosphere water budget. The SWMM code also does not provide a method to use
elevation data to represent the sub-surface water budget, and use a uniform depth to water table for each sub-catchment, as contrasted with the i-Tree Hydro model using the topographic index to auto-divide the catchment into 30 distinct wetness zones. Establishing the good fit between the i-Tree Hydro model and SWMM estimates of common stormwater metrics, such as total runoff depth, is the first step in our effort to design green infrastructure features for the i-Tree Hydro model.

4.5 Conclusion

This study updated the i-Tree Hydro model to simulate the stormwater water balance of runoff, infiltration, and evaporation at a sub-hourly time step in order for it to represent the dynamics of design storms used in sizing green infrastructure devices. To judge the adequacy of the updated model, it was compared against the proven SWMM code in a well-documented case study with a 2-yr return interval storm simulated at a 5-min time step. The i-Tree Hydro model and SWMM codes use the same algorithms for imperious depression storage and infiltration, and have differences in simulating pervious depression storage, soil moisture, evaporation and evapotranspiration, and hydrograph routing. By removing pervious depression storage and canopy cover from the case study, the i-Tree Hydro model predicted an evaporation depth 0.6 mm smaller than the 1.4 mm predicted by SWMM, which led to i-Tree Hydro allocating 0.5 mm more water into runoff (3% more than SWMM) and 0.1 mm more water into infiltration (1% more than SWMM). The simulation results showed that the two models are almost equivalent in estimating the 12 hours of stormwater dynamics for a 2-hour design storm with a 5 min time step.
The model inter-comparison found that the i-Tree Hydro model and SWMM codes can adopt some algorithms from each other, such as the kinematic wave routing from SWMM, and links between vegetation, soils and atmosphere from i-Tree Hydro, to provide more flexibility and capabilities for managers of urban development. The results of this study showed that the i-Tree Hydro model has the accuracy and required features to proceed with inclusion of green infrastructure simulation.
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### 4.7 Tables

**Table 10** (Table 1): The fundamental data required for simulating the six sub-basins and 29-ac total area test case

<table>
<thead>
<tr>
<th>Basin</th>
<th>Area (ac)</th>
<th>Area (m²)</th>
<th>Imper. Cover (fraction)</th>
<th>Veg. cover (fraction)</th>
<th>Imper. Dep. (mm)</th>
<th>Per. Dep. (mm)</th>
<th>α Per. (unitless)</th>
<th>β Per. (unitless)</th>
<th>α Imper. (unitless)</th>
<th>β Imper. (unitless)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>4.55</td>
<td>18413</td>
<td>0.57</td>
<td>0.43</td>
<td>1.14</td>
<td>0</td>
<td>0.18</td>
<td>35.5</td>
<td>0.18</td>
<td>35.5</td>
</tr>
<tr>
<td>S2</td>
<td>4.74</td>
<td>19182</td>
<td>0.63</td>
<td>0.37</td>
<td>1.14</td>
<td>0</td>
<td>0.18</td>
<td>35.5</td>
<td>0.18</td>
<td>35.5</td>
</tr>
<tr>
<td>S3</td>
<td>3.7</td>
<td>14973</td>
<td>0.40</td>
<td>0.60</td>
<td>1.14</td>
<td>0</td>
<td>0.18</td>
<td>37.5</td>
<td>0.18</td>
<td>37.5</td>
</tr>
<tr>
<td>S4</td>
<td>6.82</td>
<td>27599</td>
<td>0.50</td>
<td>0.50</td>
<td>1.14</td>
<td>0</td>
<td>0.18</td>
<td>35.5</td>
<td>0.18</td>
<td>35.5</td>
</tr>
<tr>
<td>S5</td>
<td>6.6</td>
<td>26709</td>
<td>0.88</td>
<td>0.12</td>
<td>1.14</td>
<td>0</td>
<td>0.18</td>
<td>35.5</td>
<td>0.18</td>
<td>35.5</td>
</tr>
<tr>
<td>S6</td>
<td>2.58</td>
<td>10440</td>
<td>0.0</td>
<td>1.0</td>
<td>1.14</td>
<td>0</td>
<td>10.2</td>
<td>7.8</td>
<td>10.2</td>
<td>7.8</td>
</tr>
</tbody>
</table>

Imper.: Impervious, Per.: Pervious, Veg.: Vegetation, Dep.: Depression
Table 11 (Table 2): The details of the parameters have been used for the simulation in i-Tree Hydro model for all the watersheds

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil Transmissivity (m²/h)</td>
<td>0.33</td>
</tr>
<tr>
<td>Soil macropore (%)</td>
<td>0</td>
</tr>
<tr>
<td>Scale parameter of soil transmissivity (m)</td>
<td>0.2</td>
</tr>
<tr>
<td>DCIA</td>
<td>1</td>
</tr>
<tr>
<td>Soil Filed capacity (fraction)</td>
<td>0.2</td>
</tr>
<tr>
<td>effective Porosity (fraction)</td>
<td>0.4</td>
</tr>
<tr>
<td>Maximum Root Zone Deficit (m)</td>
<td>0.05</td>
</tr>
<tr>
<td>Surface hydraulic conductivity (m/h)</td>
<td>1.00E-07</td>
</tr>
<tr>
<td>Wetting front suction (m)</td>
<td>0.089</td>
</tr>
<tr>
<td>Unsaturated zone time delay (h)</td>
<td>10</td>
</tr>
<tr>
<td>Initial stream discharge (m/h)</td>
<td>8.33e-07</td>
</tr>
<tr>
<td>Initial upper soil zone saturation (%)</td>
<td>0</td>
</tr>
<tr>
<td>Infiltration excess governed area (fraction)</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 12 (Table 3): The i-Tree Hydro and SWMM simulation results for six sub-basins and 11.7-hectars total area in Fort Collins, CO. In the Table, ET is accumulated evapotranspiration, F is the accumulated infiltration, Q is the accumulated runoff, $Q_p$ is the accumulated peak flow, $t_p$ is the time to reach the peak runoff, $t_d$ is the runoff duration, and $F_d$ is the infiltration duration.

<table>
<thead>
<tr>
<th>Basin</th>
<th>Model</th>
<th>Q (mm)</th>
<th>$Q_p$ (mm)</th>
<th>F (mm)</th>
<th>ET (mm)</th>
<th>$t_p$ (min)</th>
<th>$t_d$ (min)</th>
<th>$F_d$ (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Hydro</td>
<td>15.6</td>
<td>3.7</td>
<td>8.3</td>
<td>0.8</td>
<td>30</td>
<td>140</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>SWMM</td>
<td>15.5</td>
<td>3.6</td>
<td>8.3</td>
<td>1</td>
<td>30</td>
<td>140</td>
<td>117</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>-0.6</td>
<td>-2.7</td>
<td>0.0</td>
<td>20.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-2.5</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>Hydro</td>
<td>16.7</td>
<td>3.9</td>
<td>7.1</td>
<td>0.9</td>
<td>30</td>
<td>145</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>SWMM</td>
<td>16.7</td>
<td>3.9</td>
<td>7.1</td>
<td>1.1</td>
<td>30</td>
<td>144</td>
<td>117</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>18.2</td>
<td>0.0</td>
<td>-0.7</td>
<td>-2.5</td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>Hydro</td>
<td>12.3</td>
<td>3.1</td>
<td>11.7</td>
<td>0.5</td>
<td>30</td>
<td>135</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>SWMM</td>
<td>12.5</td>
<td>2.9</td>
<td>11.7</td>
<td>0.7</td>
<td>30</td>
<td>133</td>
<td>117</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>1.6</td>
<td>-6.5</td>
<td>0.0</td>
<td>28.0</td>
<td>0.0</td>
<td>-1.5</td>
<td>-2.5</td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td>Hydro</td>
<td>14.3</td>
<td>3.6</td>
<td>9.7</td>
<td>0.7</td>
<td>30</td>
<td>140</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>SWMM</td>
<td>14.3</td>
<td>3.6</td>
<td>9.6</td>
<td>0.8</td>
<td>30</td>
<td>139</td>
<td>117</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>0.0</td>
<td>0.0</td>
<td>-1.0</td>
<td>12.5</td>
<td>0.0</td>
<td>-0.7</td>
<td>-2.5</td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td>Hydro</td>
<td>21.1</td>
<td>4.5</td>
<td>2.4</td>
<td>1.2</td>
<td>30</td>
<td>160</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>SWMM</td>
<td>21.1</td>
<td>4.7</td>
<td>2.3</td>
<td>1.5</td>
<td>30</td>
<td>160</td>
<td>117</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>0.0</td>
<td>4.4</td>
<td>-4.2</td>
<td>20.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-2.5</td>
<td></td>
</tr>
<tr>
<td>S6</td>
<td>Hydro</td>
<td>4.6</td>
<td>1.2</td>
<td>20.2</td>
<td>0.22</td>
<td>35</td>
<td>65</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>SWMM</td>
<td>4.6</td>
<td>1.1</td>
<td>19.8</td>
<td>0.25</td>
<td>35</td>
<td>65</td>
<td>117</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>0.0</td>
<td>-8.3</td>
<td>-2.0</td>
<td>15.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-2.5</td>
<td></td>
</tr>
<tr>
<td>S total</td>
<td>Hydro</td>
<td>15.4</td>
<td>3.6</td>
<td>8.5</td>
<td>0.8</td>
<td>30</td>
<td>160</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>SWMM</td>
<td>14.9</td>
<td>3.4</td>
<td>8.4</td>
<td>1.4</td>
<td>30</td>
<td>160</td>
<td>117</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>-3.2</td>
<td>-5.1</td>
<td>-1.2</td>
<td>40.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-2.5</td>
<td></td>
</tr>
</tbody>
</table>
4.8 Figures

**Figure 23** (Figure 1): The i-Tree Hydro model algorithm system. In the figure, $P$ is the precipitation, $P_i$ is the canopy interception, $S_p$ is the pervious depression storage, $S_i$ is the impervious depression storage $E_v$ is the vegetation evaporation, $E_s$ is the surface Evaporation, ET is the evapo-transpiration, $q_p$ is the pervious runoff, $q_i$ is the impervious runoff, $q_s$ is the subsurface runoff, $I$ is the infiltration, $S_{r_{max}}$ is the maximum root zone depth, $S_{rz}$ is the root zone storage, $q_{rz}$ is the root zone to unsaturated zone percolation, and $q_{uz}$ is the unsaturated zone to saturated zone percolation.
Figure 24 (Figure 2): The schematic of the SWMM practical example, the 29-ac test case, and six sub-basins in Fort Collins, CO.
Figure 25 (Figure 3): The simulated stormwater runoff for the 29-ac test case in Fort Collins, CO using the SWMM and i-Tree Hydro. The 2-year rainfall event is also shown in the figure.
**Figure 26** (Figure 4): Performance of i-Tree Hydro compared with SWMM in simulating stormwater runoff for the six sub-basins in Fort Collins.
Figure 27 (Figure 5): The accumulated values of the infiltration rate for the 11.7-hectare total area in Fort Collins using the SWMM and i-Tree Hydro models.
Figure 28 (Figure 6): The scatter plots for the simulated infiltration in the i-Tree Hydro model and SWMM for the six sub-basins in Fort Collins, CO.
Figure 29 (Figure 7): The box plots for the simulated evaporation rate using the i-Tree Hydro model and SWMM for the six sub-basins in Fort Collins, CO.
5 Development of Permeable Green Infrastructure Algorithms with Water-table and Vegetation Linkages in the i-Tree Hydro Model.

Abstract: The United Nations advocates the use of green infrastructure devices in stormwater management to address the needs of urban sustainability, noting the devices can utilize stormwater for natural irrigation of urban greening projects, reduce pollution of receiving waters, and address water scarcity. Computer models that simulate green infrastructure within the catchment water balance are called for by the National Academy of Sciences. In this study, we update the urban runoff model, i-Tree Hydro, to represent the permeable green infrastructure water balance of ponding, infiltration, percolation, evaporation, and surface and subsurface drainage, and then link that balance with the catchment redistribution of subsurface water and water interception and evapotranspiration by vegetation. The green infrastructure devices modeled were bioretention basin, rain garden, infiltration trench, swale, and permeable pavement, with their design taken from the US Environmental Protection Agency’s Storm Water Management Model (SWMM). Each green infrastructure device was simulated within the i-Tree Hydro model, comparing its water balance against that of SWMM, for a 2-yr return interval, 2-hr duration design storm, on a 2.7 ha urban area, simulated for 12-hr at a 5-min time step. The updated model was then used to estimate how a bioretention device changes the catchment water balance for a 1-yr simulation. Results showed that for the five green infrastructure devices, the two models estimated infiltration within 10%, percolation within 5%, evaporation within 2%, surface outflow within 15%, subsurface outflow within 13%, and exfiltration to native soils within 4%. On
average total runoff volume reduction estimated by the i-Tree Hydro model was 28%, 1.6% less than SWMM. The differences in the water balance of the two models are attributed to different soil moisture algorithms, with slightly different code structure for infiltration and percolation. The new i-Tree Hydro model helps advance nature-based design by connecting the permeable green infrastructure devices with the catchment redistribution of subsurface water and the vegetation processes of interception and evapotranspiration.

**Key Terms:** Urban watershed, Green Infrastructures, Runoff Reduction, i-Tree Hydro, SWMM

### 5.1 Introduction

Stormwater is a valuable resource that when mismanaged, can lead to more harm than good. The United Nations has identified stormwater as an under-utilized and important means of addressing water scarcity affecting hundreds of millions of global citizens (WWAP, 2019). Managing water resources to provide drinking water, sanitation and hygiene allows communities to take the next steps in sustainable development of reducing poverty, increasing peace and prosperity, and improving biodiversity (WWAP, 2019). The United Nations has identified nature-based solutions as a stormwater management approach that recognizes the value to humans of water resources and their ecosystem services (WWAP, 2018).

Green infrastructure is one nature-based solution for stormwater management, and it typically involves a device capturing runoff and using the water in some part of the natural hydrological cycle such as ponded storage, evapotranspiration, and infiltration,
resulting in improved water quality in more manageable quantities (WWAP, 2018). These green infrastructure systems are powered by renewable energy, with gravity for example powering infiltration, and solar energy powering evapotranspiration; this reduces operational costs. For most urban areas, stormwater is predominantly managed by grey infrastructure such as roadside gutters and storm sewers, which discharge the runoff and its pollutants to receiving waters, which can suffer from flooding, erosion, and water quality conditions unsuitable for biodiversity (WWAP, 2018). The flooding from urban areas adversely impacts urban riverine ecosystems essential for the livelihood and food security (WMO, 2006).

Green infrastructure in stormwater management is a means to addressing major environmental and social challenges in urban systems, reducing the ecological footprint, improving human health and wellbeing, adapting to climate change, as well as water resources management (WWAP, 2018; Zölch et al., 2017). The task for communities trying to improve sustainability is to design opportunities for green infrastructure to replace or complement grey infrastructure, and thereby improve human wellbeing and biodiversity benefits (WWAP, 2018). Impervious land cover in urban catchments has long been implicated in the decline of natural resource integrity (Klein, 1979; Brattebo and Booth, 2003). Impermeable surfaces such as parking lots and buildings disrupt the natural hydrological cycle and water balance by decreasing the infiltration rates and increasing runoff rates (Nie et al., 2011; Kamali et al., 2017). With climate change, the flood risk due to increased frequency of short-duration and high intensity rains has become a major concern in most urban areas (United Nations, 2014).
In the past few decades, the management of urban drainage systems has undergone major changes, shifting from limited-focus plans (typically for flood control) to approaches with multiple objectives to deliver improved environmental, economic, social, and cultural outcomes (Wong, 2007; Fratini et al., 2012; Fletcher et al., 2014). Besides flood control, increasing attention to nonpoint source urban discharge pollution control led to the definition of an infrastructure generation based on best management practices (BMPs) or sustainable drainage systems (SUDS) as well as low-impact developments (LIDs; Walker et al. 2011; Ellis, 2013). Recently, low impact development and green infrastructure systems, which are considered synonymous systems in this study, have become increasingly popular methods to mitigate the adverse hydrologic and water quality issues caused by the urbanization (Elliott and Trowsdale, 2007). Bioretention cells, swales, rain gardens, infiltration trenches, and porous pavements features have become common permeable green infrastructure devices which manage for stormwater quantity and quality (CIRIA, 2000; Ellis et al. 2004; Damodaram et al., 2010).

Despite the well-understood importance of green infrastructure approaches as potential solutions for stormwater management and urban sustainability, their adaptation in stormwater management remains a priority (WWAP, 2018). One reason for the limited adoption of green infrastructure in stormwater management is the need for design plans that address local site concerns and operate effectively at the needed range of scales in urban greening (Beck et al., 2017). Such designs are typically not obtained with monitoring data due to the need to forecast changes in a specific
stormwater system different in many ways than that monitored (Rode and Suhr, 2007; Dotto et al., 2014). An alternative approach to generating designs for green infrastructure devices is use of computer modeling software.

Models used to design green infrastructure should to account for the different structural ways the devices partition water between their layers. Typically, the top surface layer is designed for specific storage depth, setting the top elevation of a section of its berm, or a flow control within the berm, such as a weir or pipe. The types of permeable layers below the surface typically vary with device type. For the top layer, the bioretention basin and rain garden use well-drained soils suitable for vegetation, the swale uses native soils, the infiltration trench uses gravel, and the permeable pavement can range from pervious concrete and asphalt to polymer-bound rock or shredded tires able to withstand mechanical loading. Other differences include drainage, with the bioretention basin, infiltration trench, and permeable pavement typically using drainage pipe laid in gravel to remove some percolated water. By contrast, the swale is designed as a grassed channel with a longitudinal slope and trapezoidal cross-section to convey water at the surface from inlet to a more distant outlet, allowing infiltration along the way.

The Storm Water Management Model (SWMM) version 5.1 (Rossman and Huber, 2016) is a computer model for the design of permeable green infrastructure devices such as the bioretention basin, rain garden, infiltration trench, permeable pavement, and swale. These devices have common features of receiving stormwater runoff from an upslope contributing area into a bermed storage area, either flat or
sloped, and then providing a chance for the water to infiltrate into native soils (NYS DEC, 2015). The SWMM was a leader in simulating green infrastructure and serves as a benchmark for new model development given its endorsement for resilient stormwater management (US Climate Resilience Network, 2019). The US National Research Council (2009) has called for a new generation of stormwater models to represent the linkage between surface and subsurface systems, with mechanistic infiltration and evaporation routines using detailed soil and vegetation data, and representation of the green infrastructure within local to catchment scale flow networks. The SWMM code meets some but not all of these goals for the next generation of stormwater models.

This study aims to integrate permeable green infrastructure devices developed for the SWMM code into the i-Tree Hydro model, which offers a catchment representation of atmospheric, topographic, and vegetation drivers on the vertical and lateral movement of water. The i-Tree Hydro model will improve the SWMM simulation of green infrastructure by: a) linking the devices with the vegetation canopy processes of interception, evaporation, and transpiration; b) linking the devices with subsurface groundwater aquifer which is distributed across the catchment based on topography; and c) representing the influence of a shallow water-table on device performance, which could include an increase of storage drain outflow, saturation of soil layers, and a decrease of surface infiltration. This model development will place permeable green infrastructure within the catchment water balance and allow for simulation of nature-based designs in stormwater management. The new model will allow users to simulate
a single green infrastructure device within a small sub-catchment, or multiple units of a variety of green infrastructure devices within a large catchment.

5.2 Methods

5.2.1 Model theory and equations

The i-Tree Hydro model version 6.1 (USDA Forest Service, 2018) was created for this study to simulate permeable green infrastructure devices within the catchment water balance and manage related inputs, parameters, and outputs using a configuration.xml file. The updated i-Tree Hydro model is a freeware stand-alone desktop application tool written in the C++ language. The permeable green infrastructure devices developed for the i-Tree Hydro model are the bioretention basin, rain garden, infiltration trench, swale, and permeable pavement (Fig. 1), derived from those simulated in the SWMM version 5.1 (see equations #6-1 to #6-43 in Rossman and Huber, 2016). In this study we refer to these devices as green infrastructure, and in the SWMM these devices are referred to as low impact development controls.

The lateral and vertical water balance within each green infrastructure device (e.g., inflow and outflow, infiltration and evaporation) was modified from SWMM code to fit within the i-Tree Hydro lateral and vertical water balance (Fig. 2). The 3-layer soil represented by the i-Tree Hydro model are the root zone, unsaturated zone, and saturated zone, and their overlap with the green infrastructure layers is described below. The i-Tree Hydro model maintains a water balance for the entire catchment using two types of structures, the bulk area, and the green infrastructure, and each type is sub-divided into 30 topographic index bins which represent the lateral variation in
depth to water-table. The bulk area contains contributing areas that send their surface runoff to the green infrastructure. For each structure type, the vertical water balance represents the effects atmosphere, vegetation, land cover, and soil, including canopy interception, depression storage, evaporation and evapotranspiration, infiltration and soil moisture. At the end of each time step, the soil moisture storage available in each topographic index bin is updated using an algorithm that represents lateral redistribution of a mounded water-table having received relatively large recharge, such as in green infrastructure devices.

To reduce the complexity of the green infrastructure water balance simulation, the i-Tree Hydro model adopts the following simplifying assumptions used by the SWMM code (Rossman and Huber, 2016): the inflow is represented by a one-dimensional uniform flow within a prismatic cross-sectional area; the infiltration into soils is represented as a uniform wetting front into the soil layer; and the deeper storage layer is represented with matric forces of zero and it freely exchanges water with its upper and lower layers. In green infrastructure layers where water is modeled as a depth within the layer, such as the surface and storage layers, the depth, $d$ (m), is updated each time step following SWMM equations (Rossman and Huber, 2016) as:

$$d_{jt} = d_{j,t-1} + \frac{\Delta d_j}{\Delta t}$$

Eq 1

where $j$ represents the layer number (1 for surface, 3 for storage, 4 for pavement), $t$ is the time step, and $\Delta t$ represents the interval between time steps (5 min was used in this study). In the soil layer water is modeled as a fraction, $\theta$ (m/m), Eq 1 is modified so
that $d_x$ is replaced with $\theta_2$. The incremental change in water varies with green infrastructure layer and is a function of several processes, some of which are not active at each time step.

The water balance for the incremental change in water depth in the green infrastructure surface layer is similar to SWMM code (Rossman and Huber, 2016) and given as:

$$\phi_1 \frac{\Delta d_i}{\Delta t} = i_e - q_0 - e_i - f_i - q_i + u_i$$  \hspace{1cm} \text{Eq 2}

where $\phi_1$ (m/m) is the void fraction remaining after accounting for vegetation and other objects (1 is completely open, 0 is completely filled), $i_e$ (m/\Delta t) is the effective precipitation within the green infrastructure device after accounting for canopy interception and depression storage using the i-Tree Hydro model approach described by Wang et al., (2008), $q_0$ (m/\Delta t) is the surface inflow to the green infrastructure device from the contributing area and defined below, $e_i$ (m/\Delta t) is the evaporation from the surface water defined using a Penman Monteith equation (Wang et al., 2008), $f_i$ (m/\Delta t) is the infiltration of surface water into the lower layer defined using the Green-Ampt equation with exponential or power function decay of hydraulic conductivity (Wang et al., 2006), $q_i$ (m/\Delta t) is the surface outflow from the green infrastructure through an outlet in the berm and defined below, and $u_i$ (m/\Delta t) is the upwelling of water from the water-table.

The upwelling of water into the surface layer is defined as:
\[ u_i = \max\left[-Z_i / \Delta t, 0\right] \]  \quad \text{Eq 3}

where \( Z_i \) (m) is local water-table depth, positive when below the soil surface, and subscript \( i \) denotes the topographic index bin, of which there are 30. The water-table depth is related to the local soil moisture deficit, \( S_i \) (m):

\[ Z_i = \frac{S_i}{\theta_e} \]  \quad \text{Eq 4}

where \( \theta_e \) (m/m) is the soil effective porosity. The local soil moisture deficit is related to the bulk area catchment average soil moisture deficit, \( \bar{S} \) (m), defined as:

\[ S_i = \bar{S} + m(\lambda - J_i) \]  \quad \text{Eq 5}

where \( m \) is a scaling parameter, \( \lambda \) is the catchment average topographic index, and \( J_i \) is the local topographic index (typically a real number between 3 and 30), following the theory presented by Bevin and Kirby (1979). The \( \bar{S} \) term is computed at the start of simulation as:

\[ \bar{S} = -m \cdot \ln\left(\frac{q_0}{T \cdot e^{-\lambda}}\right) \]  \quad \text{Eq 6}

where \( q_0 \) (m/\( \Delta t \)) is catchment subsurface drainage at the start of the simulation, and \( T \) (m\(^2\)/\( \Delta t \)) is saturated transmissivity, and then is updated at each time step as:

\[ \bar{S} = \bar{S} - q_{uz} + q_b \]  \quad \text{Eq 7}

where \( q_{uz} \) (m/\( \Delta t \)) is the unsaturated zone drainage and \( q_b \) (m/\( \Delta t \)) is catchment subsurface drainage at the time step, defined using Eq 6. This set of computations
within the i-Tree Hydro model links the subsurface water-table dynamics with all layers of the green infrastructure water budget.

The surface inflow to the green infrastructure device surface layer is defined as,

\[
q_0 = q_{ca,\text{imp}} + q_{ca,\text{pi}} + q_{ca,\text{ps}} + q_{\text{gi,imp}}
\]  

Eq 8

where \( q_{ca,\text{imp}} \) (m/\( \Delta t \)) is the contributing area impervious runoff, \( q_{ca,\text{pi}} \) (m/\( \Delta t \)) is the contributing area pervious runoff from infiltration excess, \( q_{ca,\text{ps}} \) (m/\( \Delta t \)) is the contributing area pervious runoff from saturation excess, and \( q_{\text{gi,imp}} \) (m/\( \Delta t \)) is the green infrastructure area impervious runoff. Each of these terms are generated by water balance algorithms within the i-Tree Hydro model. The surface outflow from the green infrastructure device is computed following SWMM code (Rossman and Huber, 2016) for non-swale devices such as the bioretention basin, rain garden, infiltration trench, and permeable pavement, and for swales, as:

\[
q_i = \begin{cases} 
\frac{w_1}{n \cdot A_{\text{gi}}} \left( d_1 - h_{bc} \right)^{5/3} \cdot s_0^{1/2} \cdot \Delta t & \text{if device } \neq \text{ swale} \\
\frac{A_{xs}}{n \cdot A_{\text{gi}}} R_i^{2/3} \cdot s_0^{1/2} \cdot \Delta t & \text{if device } = \text{ swale}
\end{cases}
\]  

Eq 9

where \( w_1 \) (m) is the width of the berm crest allowing for an outlet, \( n \) is the Manning roughness, \( A_{\text{gi}} \) (m\(^2\)) is the green infrastructure area, \( h_{bc} \) (m) is the height of the berm crest, \( s_0 \) (m/m) is the longitudinal slope of the green infrastructure, \( A_{xs} \) (m\(^2\)) is the cross-sectional area of the flow in the swale, \( R \) (m) is the hydraulic radius of the flow in the swale, with \( A_{xs} \) and \( R \) computed by the i-Tree Hydro model at each time step based on \( d_1 \) and the swale geometry of maximum top width and trapezoidal channel side slopes.
The water balance defining the incremental change in water fraction in the green infrastructure soil layer is similar to SWMM code (Rossman and Huber, 2016) and given as:

\[ D_2 \frac{\Delta \theta_2}{\Delta t} = f_1 - e_2 - f_2 + u_2 \]  

Eq 10

where \( D_2 \) (m) is the soil layer thickness, \( e_2 \) (m/\( \Delta t \)) is the evapotranspiration from the soil water defined using a Penman Monteith equation (Wang et al., 2008), \( f_2 \) (m/\( \Delta t \)) is the percolation of soil water into the lower layer, and \( u_2 \) (m/\( \Delta t \)) is the upwelling of water from the water-table. The soil thickness term \( D_2 \) is defined as:

\[ D_2 = \frac{L_r}{\theta_e} \]  

Eq 11

where \( L_r \) (m) is the maximum root zone storage deficit, a term used in the i-Tree Hydro model (Fig. 2), that can be set to a unique value for each green infrastructure type and the bulk area. The percolation term \( f_2 \) is defined as:

\[ f_2 = q_{rz} \]  

Eq 12

where \( q_{rz} \) (m/\( \Delta t \)) is the root zone drainage term computed in the i-Tree Hydro model as a function of \( L_r \) and the local root zone storage deficit. The upwelling term \( u_2 \) is defined as:

\[ u_2 = \max[(D_2 - Z_r) \cdot \theta_e, 0] \]  

Eq 13

where it is only adding water to the soil layer when the water-table depth is shallower than the soil layer thickness.
The water balance defining the incremental change in water depth in the green infrastructure storage layer is similar to SWMM code (Rossman and Huber, 2016) and given as:

$$\phi_3 \frac{\Delta d_3}{\Delta t} = f_3 - e_3 - f_3 - q_3 + u_3$$

Eq 14

where $\phi_3 \ (m/m)$ is the void fraction of the storage layer substrate, $e_3 \ (m/\Delta t)$ is evapotranspiration from the storage layer, $f_3 \ (m/\Delta t)$ is the exfiltration of storage water into the lower layer of native soils, $q_3 \ (m/\Delta t)$ is the storage layer outflow through a drainage pipe, and $u_3 \ (m/\Delta t)$ is the upwelling of water from the water-table. The exfiltration term $f_3$ is defined for two conditions as:

$$f_3 = \begin{cases} q_{uz} & \text{if } Z_i \leq D_2 + D_3 \\ q_{uz} / \left( \frac{Z_i}{D_2 + D_3} \right) & \text{if } Z_i > D_2 + D_3 \end{cases}$$

Eq 15

where $q_{uz} \ (m/\Delta t)$ is the unsaturated zone drainage, and in cases when the water-table is below the storage zone, the $f_3$ is computed as a fraction of $q_{uz}$. The drainage term $q_3$ is based on the SWMM code (Rossman and Huber, 2016) and defined as:

$$q_3 = \begin{cases} 0.3048 \cdot a_3 \left( d_3 - h_p \right)^{b_3} & \text{if } d_3 \geq h_p \\ 0, & \text{if } d_3 < h_p \end{cases}$$

Eq 16

where 0.3048 converts ft to m, $a_3$ is a flow coefficient, $h_p \ (m)$ is height of the drainage pipe crest relative to the bottom of the storage layer, and $b_3$ is a flow exponent. In time steps when $q_3$ is generated due to water-table upwelling above the drainage pipe crest,
that water is treated as $q_3$ and tracked as $q_{3,\text{wt}}$ for use in a catchment water budget described below. The upwelling term $u_3$ is defined for two conditions as:

$$
u_3 = \begin{cases} 
\max[(D_2 + D_3 - Z_i) \cdot \phi_3, 0] & \text{if } D_2 < Z_i \\
D_3 \cdot \phi_3 & \text{if } Z_i \leq D_2
\end{cases}$$

Eq 17

where the water-table is either partially or fully occupying the storage layer.

The water balance defining the incremental change in water depth in the green infrastructure permeable pavement layer is similar to SWMM code (Rossman and Huber, 2016) and given as:

$$\phi_4 \frac{\Delta d_4}{\Delta t} = f_4 - e_4 - f_4 + u_4$$

Eq 18

where $e_4$ (m/\(\Delta t\)) is evapotranspiration from the permeable pavement layer, $f_4$ (m/\(\Delta t\)) is the exfiltration of permeable pavement water into the lower layer, and $u_4$ (m/\(\Delta t\)) is the upwelling of water from the water-table, defined similarly to those terms in the soil layer.

The water balance for the green infrastructure device is checked against layer water holding capacity at each time step, following the algorithm in the SWMM code, and water leaving the device is routed to the catchment outlet. The depth of water in layers 1, 3, and 4 is reset to a maximum or minimum if the depth is beyond the thickness of the layer, as:

$$d_{j,s} = \begin{cases} 
0 & \text{if } d_{j,s} \leq 0 \\
d_{j,s} & \text{if } 0 < d_{j,s} < D_j \\
D_j & \text{if } d_{j,s} \geq D_j
\end{cases}$$

Eq 19
where \( j \) represents surface layer 1, storage layer 3, or permeable pavement layer 4. For the soil water fraction, the fraction of water is similarly reset as:

\[
\theta_{2,j} = \begin{cases} 
\theta_{wp} & \text{if } \theta_{wp} \leq \theta_{wp} \\
\theta_{2,j} & \text{if } \theta_{wp} > \theta_{2,j} < \theta_c \\
\theta_c & \text{if } \theta_{2,j} \geq \theta_c 
\end{cases}
\]

Eq 20

where \( \theta_{wp} \) (m/m) is the wilting point moisture and \( \theta_{fc} \) (m/m) is the field capacity moisture. When the layer water is reset to a maximum, the excess water goes to the next upper layer, which is to the soil layer for the storage excess, to the surface layer for the soil and permeable pavement excess, and to an emergency spillway. The surface flow from the green infrastructure, \( q_{s,gi} \) (m/\( \Delta t \)), is defined as:

\[
q_{s,gi} = q_1 + q_3 + q_e
\]

Eq 21

where \( q_e \) (m/\( \Delta t \)) is emergency spillway water. The total surface flow from the catchment at each time step is defined as the sum of \( q_{s,gi} \) and surface flow from the bulk area, \( q_{ba} \) (m/\( \Delta t \)), which contains the same contributing area terms in the \( q_0 \) of Eq 8, but from the bulk area.

The i-Tree Hydro model, at each time step, first computes the bulk area water balance and then the green infrastructure water balance. At the end of the bulk area water balance, Eq 5 and 7 are computed to update bulk area soil moisture deficits. At the end of the time step, once green infrastructure vertical fluxes are completed, the green infrastructure the local soil moisture deficit, \( S_{GI,i} \) is updated based on subtraction of catchment groundwater, \( q_{3,wt,i} \), and the addition of stormwater exfiltration, \( f_{3,i} \), similar to Eq 5, as:
\[ S_{GI,i} = S_{GI,i} + q_{s_{wt,i}} - f_{s,j} \]  

Eq 22

The Eq 22 is applied for each topographic index bin \( i \) with green infrastructure. These local \( S_{GI,i} \) values are then used to compute the green infrastructure average soil moisture deficit, as:

\[ \bar{S}_{GI} = \sum (S_{GI,i} \cdot x_i) \]  

Eq 23

where \( x_i \) is the fractional area of each topographic index bin in the green infrastructure part of the catchment. The catchment average soil moisture deficit is then updated as:

\[ \bar{S} = \left[ (1 - x_{GI}) \cdot \bar{S} \right] + \left[ x_{GI} \cdot \bar{S}_{GI} \right] \]  

Eq 24

where the right-hand side term \( \bar{S} \) represents the bulk area, computed using Eq 7, and the \( x_{GI} \) is the fraction of the catchment in green infrastructure. The Eq 24 left hand side term \( \bar{S} \) is then used in the next time step on the right hand side of Eq 7, thereby linking the green infrastructure exfiltration with the bulk area subsurface water budget.

5.2.2 Study area, inputs, and parameters

The above model was tested with the 2-yr return interval and 2-hr duration design rainfall event on the 2.75 ha sub-catchment #4 of the Fort Collins, Colorado case study developed by Gironás et al., (2009) to illustrate how to use SWMM (Fig. 3). The model time step was 5-min, and the potential evaporation rate for both models was set to the constant value for each time step, totaling 5.08 mm for the day. The sub-catchment was simulated without and with each of the permeable green infrastructure devices, by the SWMM and i-Tree Hydro model. When green infrastructure was simulated, the contributing area was defined as 80% of sub-catchment #4, leaving 20%
to drain directly to the outlet. Each green infrastructure device was simulated separately from the other devices, using a distinct device area and number of devices (see Table 1). The soil physical parameters controlling infiltration were set to equivalent values in both models. This analysis did not simulate the permeable depression storage or the presence of vegetation in order to minimize unnecessary simulation differences in this test of the i-Tree Hydro model given the SWMM code uses a different approach to represent these features, as described by Abdi et al. (2019).

The model outputs included time series of all simulated green infrastructure water stores (e.g., surface, soil, storage) and fluxes (e.g., runoff, infiltration, percolation, drainage). These outputs were converted to a common unit of depth, multiplying the flux by the time step, to facilitate comparison between terms in the green infrastructure water balance generated by the i-Tree Hydro model and SWMM simulations. In addition to this model inter-comparison of the 2-hr duration design storm, the i-Tree Hydro model was used to simulate the entire 2018 calendar year of continuous weather at a 1-hr time step, for the same sub-catchment #4 in Fort Collins, without and with green infrastructure device. This additional simulation was used to demonstrate the use of longer time step simulations analysis of green infrastructure devices on the annual water balance.

5.3 Results

Both the i-Tree Hydro model and SWMM simulation of the 2-hr duration design storm without green infrastructure generated 394.7 m$^3$ of stormwater runoff from the case study sub-catchment (Table 2). This result demonstrates the SWMM and i-Tree
Hydro models can generate equivalent estimates of stormwater runoff for catchments without green infrastructure, and provides a base case against which to compare the reduction in runoff caused by green infrastructure.

For the bioretention basin, the i-Tree Hydro model simulated an inflow depth, $q_0$, of 286 mm, and 95% of this infiltrated as $f_i$ (Fig. S1), and 13 mm left as surface outflow $q_1$ through the berm outlet (Table 3, Fig. 4a). The SWMM simulated inflow of 260 mm (10% less than in i-Tree Hydro), with 95% of this infiltrating and 11 mm leaving through the berm outlet, 18% less $q_i$ than generated by the i-Tree Hydro model. The total simulated evaporation was 2.5 mm in both models, with each model simulating 10 hrs of additional time after the 2-hr storm ended. The total depth of simulated storage drain runoff, $q_3$, was nearly identical for the models, with 157 mm estimated by the i-Tree Hydro model, 1 mm more than that estimated by the SWMM (Table 3).

The i-Tree Hydro model simulated inflow $q_0$ to the bioretention basin at the start of the storm, hour 12:00, initiated a steady increase in the water surface depth $d_1$, until it reached the berm outlet and generated surface outflow $q_1$ at hour 13:00 (Fig. 4a). After the end of the rainfall, the water depth in the surface layer began decreasing, and went to zero about hour 19:00, and this triggered the infiltration to drop to zero from its capacity at 40 mm per time step (Fig. 4b). The end of infiltration caused a decrease in the percolation, soil moisture, and storage drain flow, and before the end of the simulation period, the storage drain flow and percolation reached zero (Fig 4a and 4b). At the end of the 12-hr simulation, the i-Tree Hydro model predicted the bioretention basin released 59% of the inflow $q_0$ as simulated runoff via $q_1$ and $q_3$, while the SWMM
predicted a surface runoff release of 64% of the inflow. At the end of the 1-yr simulation, the i-Tree Hydro model predicted the bioretention basin retained 32% of the inflow (Table 4).

For the rain garden, the i-Tree Hydro model simulated an inflow depth, $q_0$, of 286 mm, and 72% of this infiltrated as $f_1$ (Fig. S2), and 14 mm left as surface outflow $q_1$ through the berm outlet (Table 3, Fig. S2). The SWMM simulated inflow of 260 mm (10% less than in i-Tree Hydro), with 80% of this infiltrating and 9 mm leaving through the berm outlet. The total simulated evaporation was 2 mm in both models for the 12 hours of the simulation period. The inflow $q_0$ steadily increased water surface depth $d_1$, until it reached the berm outlet and generated surface outflow $q_1$ at hour 13:00 (Fig. 5a). When surface depth was infiltrated to zero, the infiltration stopped, and the soil moisture content and percolation depth started a decreasing trend (Fig. 5b). At the end of the 12-hr simulation, the i-Tree Hydro model and the SWMM predicted the rain garden released 5% and 4% of the inflow $q_0$ as simulated runoff, $q_1$, respectively.

For the infiltration trench, the i-Tree Hydro model simulated the inflow depth, $q_0$, of 286 mm, and 100% of the inflow infiltrated as $f_1$ (Fig. S3), with no surface outflow (Table 3, Fig. S3). The SWMM simulated inflow of 260 mm, and infiltrated 100% of this water, generating no surface outflow. Both the i-Tree Hydro model and SWMM simulated negligible evaporation (<1 mm) for the 12-hr simulation period. The total depth of simulated storage drain runoff, $q_3$, was 221 mm for the i-Tree Hydro model, which was 21 mm more than the simulated storage drain runoff for the SWMM, a 10% difference between the models (Table 3). The i-Tree Hydro model simulated the start of
storage drain flow 20 minutes after the beginning of the storm, and which reduced storage and the exfiltration rate, $f_3$ (Fig. 6a and 6b). At the end of the 12-hr simulation, the i-Tree Hydro model and SWMM predicted the infiltration trench released 77% of the inflow $q_0$ as simulated runoff via $q_1$ and $q_3$.

For the swale, the i-Tree Hydro model simulated the inflow depth, $q_0$, of 286 mm, and 12% of inflow infiltrated as $f_1$ (Fig. S4), and 263 mm left as surface outflow $q_1$ through the berm outlet (Table 3, Fig. S4). The SWMM simulated inflow of 260 mm, and infiltrated 16% of this water, and 248 mm left through the berm outlet as $q_1$, 6% less $q_1$ than generated by the i-Tree Hydro model (Table 3, Fig. S4). The i-Tree Hydro model simulated the start of $q_1$ surface runoff 20 min after the beginning of the rainfall, and this continued 20 min after the end of the rainfall (Fig. 7a). The infiltration $f_1$ and surface depth $d_1$ started increasing at the start of the storm and continued 20 min beyond the storm duration (Fig. 7b). At the end of the 12-hr simulation, the i-Tree Hydro model predicted the swale released 92% of the inflow $q_0$ as simulated runoff via $q_1$, while the SWMM predicted a surface runoff release of 95% of the inflow.

For the permeable pavement, the i-Tree Hydro model simulated the inflow depth, $q_0$, of 286 mm, and approximately 99% of the inflow infiltrated as $f_1$ (Fig. S5), with no surface outflow $q_1$ (Table 3, Fig. S5a). The SWMM simulated inflow of 260 mm, infiltrating 99% of this water and generating no surface outflow. The total simulated evaporation was 3 mm in both models for the 12-hr period. The total depth of simulated storage drain runoff, $q_3$, was 66 mm for the i-Tree Hydro model and 97 mm for SWMM, a 30% larger depth (Table 3). The i-Tree Hydro model simulated the start of the $f_4$
percolation at the start of the storm, and this lasted nearly 5-hr as it processed ponded surface water (Fig. S5b). By the time the soil percolation reached zero, the storage depth dropped to zero, and the soil moisture depth leveled at a constant depth until the end of the simulation period (Fig. 8b). At the end of the 12-hr simulation, the i-Tree Hydro model predicted the permeable pavement had released 23% of the inflow \( q_0 \) as simulated storage drain flow via \( q_3 \), while the SWMM predicted a release of 37% of the inflow.

5.4 Discussion

The established SWMM green infrastructure algorithms (Rossman and Huber 2016), along with its case study (Gironás et al., 2009), provided an excellent benchmark to test the i-Tree Hydro model simulation of green infrastructure devices. The bioretention basin works as a great example to cross-compare the models, as it uses all vertical layers except pavement, and has surface and subsurface outflows. In simulating the bioretention basin, the i-Tree Hydro model and SWMM simulations were within 5% of each other for the estimated water balance and amount of water removed from stormwater runoff. There were predictive differences, and the biggest difference was the estimated depth of water received from the contributing area, which the i-Tree Hydro model estimated as 10% larger, or an extra 26 mm to process. This led to the i-Tree Hydro model infiltrating 26 mm more water and sending an additional 2 mm to surface outflow due to the extra inflow generating a deeper surface depth. The close agreement in model estimates of infiltration is attributed to their use of a nearly equivalent Green-Apmt infiltration algorithm and associated soil parameters.
The additional 26 mm of simulated inflow to the green infrastructure devices estimated by the i-Tree Hydro model, 10% larger than the inflow of the SWMM, is attributed to differences in the catchment hydrology routines of the two models. This difference in the inflow is not an indicator of the performance of the green infrastructure routines. The routine most likely for the difference in the inflow is soil moisture, and how it is parameterized and initialized. Where the SWMM code represents an undefined depth of soil in the non-green infrastructure catchment, the i-Tree Hydro model sets a root zone depth. Where the SWMM code gives an initial fraction of moisture in that soil, the i-Tree Hydro model simulates vertical and lateral variation, using an unsaturated and saturated zone under the root zone, and the topographic index to represent lateral variation in the soil moisture across catchment. This difference could lead to the i-Tree Hydro model having a fraction of the catchment with less available storage and generating additional runoff that was sent to the green infrastructure.

The water balance for the rain garden was notable for infiltrating all of the stormwater inflow, \( q_0 \), and not generating any surface outflow, \( q_1 \), while the bioretention basin released nearly 5% of inflow as \( q_1 \). This difference in device performance was due to the rain garden having a higher berm, which allowed for more surface ponding and more time to infiltrate the stormwater. The swale and infiltration trench water balances were notable for the release of a large fraction of stormwater inflow as surface outflow for the swale (\( q_1 \) was 92% of \( q_0 \)), and subsurface drainage for the infiltration trench (\( q_3 \) was 77% of \( q_0 \)). The simulation captured the intent of the green infrastructure devices design. For the swale, it was to convey the stormwater to a surface outlet and allow for
relatively low rates of infiltration into native soils, and for the infiltration trench it was to rapidly infiltrate stormwater and subsequently remove much of that water with drain pipe. The i-Tree Hydro model allows for alternative stormwater designs with each of these permeable green infrastructure devices, such as reducing the berm outlet height in the swale or removing the drain pipe in the infiltration trench to increase exfiltration to native soils.

The i-Tree Hydro model approach to simulating the water balance, with mechanistic equations for canopy interception, evapotranspiration, depression storage, infiltration and the topographic index based lateral redistribution, differs from approaches used by other models, not just SWMM. In developing the RECARGA model to simulate the impacts of bioretention basin, rain garden, and infiltration trench green infrastructure on the reduction of total runoff, Wang et al., (2013) used the empirical curve number infiltration algorithm within the TR-55 model, which is designed for storms of 12 to 24-hr duration, and not recommended for sub-hourly simulation required for small urban sub-catchment time of concentration storms (Gaffield et al. 2008; Jayasooriya & Ng, 2014). The Program for Predicting Polluting Particle Passage Through Pits, Puddles, and Ponds Urban Catchment Model (P8-UCM; Walker, 1990) uses the curve number algorithm to quickly generate plans for green infrastructure devices at the catchment scale, and is not able to simulate the detailed water balance of individual green infrastructure devices, does not integrate the surface and subsurface water budgets, and does not represent vegetation effects on hydrology.
Stormwater tools popular outside the USA for assessing green infrastructure include MUSIC (Model for Urban Stormwater Improvement Conceptualisation, Chiew and McMahon, 1999), which is more a decision support system, and MOUSE (DHI, 2002), which features routines for analyzing storm sewers, and neither is freeware nor simulates the effects of vegetation on the water balance at the detail of the i-Tree Hydro model. Stormwater models such as RUNQUAL (Runoff Quality model, Haith, 1999), SLAMM (Source Loading and Management Model, Pitt, 1998), StormTac (Larm, 2000), and UVQ (Urban Volume and Quality, Mitchell et al., 2003) do not explicitly simulate green infrastructure and use a daily or longer time step. Considering this list of models, including the SWMM, each has its special purpose, and the i-Tree Hydro model is perhaps the best suited for representing the process-based interaction of green infrastructure within a catchment water balance with water-table and vegetation linkages.

The i-Tree Hydro model updates in this research link the green infrastructure water balance to catchment water-table fluctuations via device exfiltration to native soils (see Fig. S6). This linkage uses the topographic index theory, allowing the green infrastructure exfiltration, and the drainage of the local water-table, to update a soil moisture deficit budget that is separate from the budget of the catchment bulk area. Then, at the end of each time step, these two soil moisture deficits are combined, based on their fractional area of the catchment, and the water-table impacts of green infrastructure are distributed across the catchment. It was recognized by Beven and Kirkby (1979) that lateral redistributions at an hourly time step were likely too fast to
represent the time scales for catchment drainage, so the model can use a time delay function.

The parameterization of the terms associated with the average soil moisture deficit will affect the average and local depth to the water-table in the i-Tree Hydro model. In this study, the parameters set the initial average water-table depth to ~2 m, and the green infrastructure was placed in the local topographic index bin with a value \( J = 6 \), allowing us to match the SWMM case study of no water-table interaction. To use the i-Tree Hydro model for other case studies, the map of the topographic index values could be overlain on the study site map, and the simulation could investigate the potential design sites for water-table interaction with green infrastructure. This simulation could be run using 1-yr or more of weather data, and in most cases, the objective would be to find sites where the subsurface storage drain is above the high point of the local water-table. The SWMM code does not represent this water-table interaction, and the water-table upwelling terms were added to the green infrastructure water balance in this study.

This study represented the development of the permeable green infrastructure devices in the i-Tree Hydro model, integrating device water balance concepts from SWMM into the catchment redistribution of subsurface moisture. There are issues that should be addressed to improve the i-Tree Hydro model implementation of green infrastructure, and there remain many reasons to use the SWMM simulation for stormwater management. Although the i-Tree Hydro model gives the user the ability to simultaneously run multiple types of green infrastructure devices, the model does not
have an option to connect the green infrastructure devices in series, an option SWMM offers. A series of devices allows analysis of networks of green infrastructure devices, which is useful in distributing functions across multiple devices, such as efficient conveyance of large volumes with a swale, followed by rapid infiltration with infiltration trenches or ponding and water quality treatment via percolation with bioretention basins.

The green infrastructure algorithms in the i-Tree Hydro model are in the back-end code, which uses a command line interface and configuration.xml to manage options for inputs, parameters, outputs. There are also plans to introduce additional green infrastructure devices, such as cisterns or rain barrels, green roofs, and roof disconnects, into the i-Tree Hydro model, and to represent the impacts of green infrastructure devices on water quality. There is also opportunity to improve the algorithms used to model the water balance in the green infrastructure devices, as researchers discover methods that work better to represent the partitioning of stormwater into the device and catchment. The i-Tree Hydro model is built in a modular structure to facilitate such updates.

5.5 Conclusion

There is a global effort coordinated by the United Nations to use nature-based solutions such as green infrastructure in stormwater management, and thereby improve urban sustainability. In this study, we coded permeable green infrastructure devices into the i-Tree Hydro model, which is part of the i-Tree Tools used in urban greening, provided by the of the USDA Forest Service and partners. The developed green infrastructure devices in the i-Tree Hydro model are bioretention basins, rain gardens,
infiltration trenches, swales, and permeable pavement, each based on the code provided by the SWMM, a stormwater tool supported by the US Environmental Protection Agency. This i-Tree Hydro model provides a different approach than SWMM to integrating the green infrastructure within the catchment water balance and subsurface flow. This includes the i-Tree Hydro model representing linkages between the green infrastructure and topographically-driven water-table upwelling and with vegetation processes such as canopy interception and evapotranspiration. Based on the simulation of green infrastructure devices, the i-Tree Hydro model was able to represent the details provided by SWMM on how the stormwater was partitioned to surface and sub-surface runoff, evaporation, infiltration, percolation, and exfiltration water balance, and integrate the exfiltration into the regional water-table dynamics. The updated i-Tree Hydro model provides an opportunity for planners to design green infrastructure devices into urban greening plans and improve urban sustainability.
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5.7 Tables

Table 13 (Table 1): The parameters used for the simulations in the i-Tree Hydro model and SWMM.

<table>
<thead>
<tr>
<th>GI Type</th>
<th>Layer</th>
<th>Depth (m)</th>
<th>Void Ratio</th>
<th>Area (m²)</th>
<th>GI unit number</th>
<th>Contributing Area (m²)</th>
<th>Soil Conductivity (m/h)</th>
<th>Suction head (m)</th>
<th>Initial soil deficit (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>Surface</td>
<td>0.15</td>
<td>1.0</td>
<td>46.45</td>
<td>30</td>
<td>26206</td>
<td>0.0025</td>
<td>0.0613</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Soil</td>
<td>0.2</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Storage</td>
<td>0.8</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RG</td>
<td>Surface</td>
<td>0.2</td>
<td>0.1</td>
<td>46.45</td>
<td>30</td>
<td>26206</td>
<td>0.0025</td>
<td>0.0613</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Soil</td>
<td>0.5</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>Surface</td>
<td>0.15</td>
<td>1.0</td>
<td>45.45</td>
<td>30</td>
<td>26206</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Storage</td>
<td>1.0</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PP</td>
<td>Surface</td>
<td>0.1</td>
<td>1.0</td>
<td>45.45</td>
<td>30</td>
<td>26206</td>
<td>0.0025</td>
<td>0.0613</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Pavement</td>
<td>0.2</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Soil</td>
<td>0.2</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Storage</td>
<td>0.8</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SW</td>
<td>Surface</td>
<td>0.7</td>
<td>1.0</td>
<td>464.5</td>
<td>3</td>
<td>26206</td>
<td>0.000423</td>
<td>0.0613</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Soil</td>
<td>0.2</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

BR: Bioretention, RG: Rain Garden, IT: Infiltration Trench, PP: Permeable Pavement; SW: Swale
Table 14 (Table 2): Simulated surface runoff for the i-Tree Hydro model and EPA SWMM and their differences for the conditions with no green infrastructure control and with adding GI devices for the test case.

<table>
<thead>
<tr>
<th>GI type</th>
<th>With Gi/LID</th>
<th>Without Gi/LID</th>
<th>Difference (%)</th>
<th>With Gi/LID</th>
<th>Without Gi/LID</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>i-Tree Hydro (m³)</td>
<td>EPA SWMM (m³)</td>
<td>Difference (%)</td>
<td>i-Tree Hydro (m³)</td>
<td>EPA SWMM (m³)</td>
<td>Difference (%)</td>
</tr>
<tr>
<td>Bioretention (BR)</td>
<td>315.9</td>
<td>315.4</td>
<td>0</td>
<td>394.7</td>
<td>394.7</td>
<td>0</td>
</tr>
<tr>
<td>Rain Garden (RG)</td>
<td>97.3</td>
<td>91.1</td>
<td>7</td>
<td>394.7</td>
<td>394.7</td>
<td>0</td>
</tr>
<tr>
<td>Infiltration Trench (IT)</td>
<td>384.5</td>
<td>357.5</td>
<td>7</td>
<td>394.7</td>
<td>394.7</td>
<td>0</td>
</tr>
<tr>
<td>Swale (SW)</td>
<td>445.4</td>
<td>427.6</td>
<td>4</td>
<td>394.7</td>
<td>394.7</td>
<td>0</td>
</tr>
<tr>
<td>Permeable Pavement (PP)</td>
<td>197.4</td>
<td>210.3</td>
<td>6</td>
<td>394.7</td>
<td>394.7</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 15 (Table 3): Detailed results of the simulations for the test case using the i-Tree Hydro model and the EPA SWMM.

<table>
<thead>
<tr>
<th>GI</th>
<th>Model</th>
<th>q0 (mm)</th>
<th>q1 (mm)</th>
<th>q3 (mm)</th>
<th>f1 (mm)</th>
<th>f2 (mm)</th>
<th>f3 (mm)</th>
<th>f4 (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>i-Tree Hydro</td>
<td>286</td>
<td>13</td>
<td>157</td>
<td>271</td>
<td>231</td>
<td>58</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>EPA SWMM</td>
<td>260</td>
<td>11</td>
<td>156</td>
<td>247</td>
<td>226</td>
<td>58</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Differences (%)</td>
<td>10</td>
<td>18</td>
<td>0</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>n/a</td>
</tr>
<tr>
<td>RG</td>
<td>i-Tree Hydro</td>
<td>286</td>
<td>14</td>
<td>n/a</td>
<td>206</td>
<td>55</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>EPA SWMM</td>
<td>260</td>
<td>9</td>
<td>n/a</td>
<td>206</td>
<td>56</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Differences (%)</td>
<td>10</td>
<td>55</td>
<td>n/a</td>
<td>0</td>
<td>0</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>IT</td>
<td>i-Tree Hydro</td>
<td>286</td>
<td>0</td>
<td>221</td>
<td>286</td>
<td>n/a</td>
<td>65</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>EPA SWMM</td>
<td>260</td>
<td>0</td>
<td>200</td>
<td>260</td>
<td>n/a</td>
<td>58</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Differences (%)</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>n/a</td>
<td>12</td>
<td>n/a</td>
</tr>
<tr>
<td>SW</td>
<td>i-Tree Hydro</td>
<td>286</td>
<td>263</td>
<td>n/a</td>
<td>35</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>EPA SWMM</td>
<td>260</td>
<td>248</td>
<td>n/a</td>
<td>43</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Differences (%)</td>
<td>10</td>
<td>6</td>
<td>n/a</td>
<td>22</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>PP</td>
<td>i-Tree Hydro</td>
<td>286</td>
<td>0</td>
<td>66</td>
<td>283</td>
<td>199</td>
<td>133</td>
<td>281</td>
</tr>
<tr>
<td></td>
<td>EPA SWMM</td>
<td>260</td>
<td>0</td>
<td>97</td>
<td>257</td>
<td>231</td>
<td>134</td>
<td>253</td>
</tr>
<tr>
<td></td>
<td>Differences (%)</td>
<td>10</td>
<td>0</td>
<td>30</td>
<td>10</td>
<td>13</td>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>

BR: Bioretention, RG: Rain Garden, IT: Infiltration Trench, PP: Permeable Pavement, SW: Swale, q0: Inflow, q1: Surface outflow, q3: Storage drain, f1: Infiltration, f2: Soil percolation, f3: Exfiltration, f4: Pave percolation
Table 16 (Table 4): Simulated annual surface runoff using the i-Tree Hydro model for the conditions with no green infrastructure and with adding bioretention for the test case.

<table>
<thead>
<tr>
<th>Time period (Year)</th>
<th>No Gi Total runoff (m³)</th>
<th>With Bioretention GI device</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Untreated (m³)</td>
<td>Surface outflow (m³)</td>
<td>Storage drain (m³)</td>
</tr>
<tr>
<td>2018</td>
<td>2083.7</td>
<td>416.7</td>
<td>726.0</td>
</tr>
</tbody>
</table>
Table 17 (Table S1): List of the parameters have been used for the simulations in i-Tree Hydro and SWMM models.

<table>
<thead>
<tr>
<th>GI Type</th>
<th>Contributing area imp. fraction</th>
<th>Contributing area treated fraction</th>
<th>Directly Connected Impervious Area fraction</th>
<th>Imp. Depression storage (mm)</th>
<th>Per. Depression storage (mm)</th>
<th>Surface Berm Height (m)</th>
<th>Surface emergency spillway height (m)</th>
<th>Surface Slope (%)</th>
<th>Surface Roughness</th>
<th>GI width at the outlet (m)</th>
<th>Soil Transmissivity (m²/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>0.5</td>
<td>0.8</td>
<td>1.0</td>
<td>1.14</td>
<td>0.0</td>
<td>0.15</td>
<td>0.8</td>
<td>1.5</td>
<td>0.1</td>
<td>4</td>
<td>0.33</td>
</tr>
<tr>
<td>RG</td>
<td>0.5</td>
<td>0.8</td>
<td>1.0</td>
<td>1.14</td>
<td>0.0</td>
<td>0.2</td>
<td>0.8</td>
<td>1.5</td>
<td>0.1</td>
<td>4</td>
<td>0.33</td>
</tr>
<tr>
<td>IT</td>
<td>0.5</td>
<td>0.8</td>
<td>1.0</td>
<td>1.14</td>
<td>0.0</td>
<td>0.15</td>
<td>0.8</td>
<td>0.4</td>
<td>0.24</td>
<td>4</td>
<td>0.33</td>
</tr>
<tr>
<td>PP</td>
<td>0.5</td>
<td>0.8</td>
<td>1.0</td>
<td>1.14</td>
<td>0.0</td>
<td>0.1</td>
<td>0.8</td>
<td>1.5</td>
<td>0.02</td>
<td>5</td>
<td>0.33</td>
</tr>
<tr>
<td>SW</td>
<td>0.5</td>
<td>0.8</td>
<td>1.0</td>
<td>1.14</td>
<td>0.0</td>
<td>0.7</td>
<td>0.7</td>
<td>1.5</td>
<td>0.1</td>
<td>5</td>
<td>0.33</td>
</tr>
<tr>
<td>GI Type</td>
<td>Maximum Root Zone Deficit (m)</td>
<td>Initial root zone deficit (%)</td>
<td>Soil macropore (%)</td>
<td>Soil Filed capacity (fraction)</td>
<td>effective Porosity (fraction)</td>
<td>Soil Conductivity slope</td>
<td>Soil wilting point (fraction)</td>
<td>Topographic Index (TI) bin number</td>
<td>Storage clogging factor</td>
<td>Storage Drain Offset (m)</td>
<td>Drain Orifice Coefficient</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------------</td>
<td>-----------------------------------</td>
<td>---------------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------</td>
<td>-------------------------------</td>
<td>---------------------------------</td>
<td>--------------------------</td>
<td>--------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>BR</td>
<td>0.08</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
<td>10.0</td>
<td>0.1</td>
<td>24</td>
<td>n/a</td>
<td>n/a</td>
<td>0.05</td>
</tr>
<tr>
<td>RG</td>
<td>0.02</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
<td>10.0</td>
<td>0.1</td>
<td>24</td>
<td>n/a</td>
<td>n/a</td>
<td>0.05</td>
</tr>
<tr>
<td>IT</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>PP</td>
<td>0.08</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
<td>10.0</td>
<td>0.1</td>
<td>24</td>
<td>n/a</td>
<td>n/a</td>
<td>0.05</td>
</tr>
<tr>
<td>SW</td>
<td>0.08</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
<td>10.0</td>
<td>0.1</td>
<td>24</td>
<td>n/a</td>
<td>n/a</td>
<td>0.05</td>
</tr>
<tr>
<td>GI Type</td>
<td>Drain Orifice Exponent</td>
<td>Storage seepage rate (m/h)</td>
<td>Pavement Thickness</td>
<td>Pavement Clogging Factor</td>
<td>Pavement Regen Days</td>
<td>Pavement Permeability (m/h)</td>
<td>Surface Side Slope</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------------</td>
<td>-----------------------------------</td>
<td>--------------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------</td>
<td>-------------------------------</td>
<td>---------------------------------</td>
<td>--------------------------</td>
<td>--------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>BR</td>
<td>0.9</td>
<td>0.000423</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RG</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>0.9</td>
<td>0.00205</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PP</td>
<td>0.9</td>
<td>0.0010</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>2.12</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SW</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.8 Figures

Figure 30 (Figure 1): The schematic design of the bioretention cell (a), vegetation swale (b), infiltration trench (c), and permeable pavement (d). In the figure, the term $q$ represents the water flow to and from the GI design with the substrates of $0$ for the inflow, $1$ for the surface outflow, $3$ for the underdrain, $e$ for the emergency spillway outflow, and $s$ for the base flow. The term $f$ represents the movement of water in the vertical direction with the substrates of $1$ for the infiltration, $2$ for the percolation, $3$ for exfiltration, and $4$ for percolation through the pavement. The $h_b$ is the outflow pipe height from the surface, $h_e$ is the emergency spillway outflow height, and $h_p$ is the drain offset height. In panel (b), $L$ is the length of the swale, $A$ is the swale area, $b$ is the bottom width, $P$ is the rainfall, $E$ is the evaporation, and $m$ is the side slope.
**Figure 31** (Figure 2): The schematic of the flow variables in i-Tree Hydro and SWMM overlaid with the i-Tree Hydro model structure. In the figure, $P$ is the precipitation, $P_i$ is the canopy interception, $S_p$ is the pervious depression storage, $S_i$ is the impervious depression storage, $e_3$ is the vegetation evaporation, $q_s$ is the base flow, $l$ is the infiltration, $S_{r_{max}}$ is the maximum root zone depth, $S_{rz}$ is the root zone storage, $q_{rz}$ is the root zone to unsaturated zone percolation, and $q_{uz}$ is the unsaturated zone to saturated zone percolation. The terms $f_1$, $f_2$, and $f_3$ referred the infiltration, percolation, and exfiltration respectively in SWMM.
Figure 32 (Figure 3): The sub-catchment has been used in the simulations (a) without applying the green infrastructure devices (b) and after adding the GI devices (c).
Figure 33 (Figure 4): The detailed results of simulating the bioretention GI using the i-Tree Hydro model for 12 hours. Panel (a) shows the precipitation, as well as the inflow and outflows. Panel (b) shows the active features of the GI device during and after the rainfall.
Figure 34 (Figure 5): The detailed results of the simulating the rain garden GI using the i-Tree Hydro model for 12 hours. Panel (a) shows the precipitation and the inflow, panel (b) shows the variation of the inflow only during the rainfall event, and panel (c) represents the active features of the rain garden during and after the rainfall.
Figure 35 (Figure 6): The detailed results of the simulating the infiltration trench GI using the i-Tree Hydro model for 12 hours. Panel (a) shows the precipitation and the storage drain, panel (b) shows the inflow and storage drain in the first hour of the simulation, panel (c) shows the active features of the GI device during and after the rainfall, and panel (d) shows the infiltration rate, storage depth, and exfiltration rate in the first hour of the simulation.
Figure 36 (Figure 7): The detailed results of the simulating the swale GI using the i-Tree Hydro model for 12 hours. Panel (a) shows the precipitation, as well as the inflow and the surface outflow, panel (b) shows the simulated inflow and surface outflow variation during the rainfall, and panel (c) shows the active features of the GI device during and after the rainfall.
Figure 37 (Figure 8): The detailed results of the simulating the permeable pavement GI using the i-Tree Hydro model for 12 hours. Panel (a) shows the precipitation, as well as the inflow and the storage drain and panel (b) shows the active features of the GI device (except the pave percolation and pave depth – see Fig. S5b) during and after the rainfall.
**Figure 38** (Figure S1): The variation of the accumulated inflow and infiltration in the bioretention GI scenario simulated by i-Tree Hydro.
Figure 39 (Figure S2): The variation of the accumulated inflow and infiltration in the rain garden GI scenario simulated by i-Tree Hydro.
**Figure 40** (Figure S3): The variation of the accumulated inflow and infiltration in the infiltration trench GI scenario simulated by i-Tree Hydro.
Figure 41 (Figure S4): The variation of the accumulated inflow and infiltration in the swale GI scenario simulated by i-Tree Hydro.
Figure 42 (Figure S5): (a) The variation of the accumulated inflow and infiltration in the permeable pavement GI scenario simulated by i-Tree Hydro. (b) The variation of the pavement percolation and pavement depth in the permeable pavement GI scenario simulated by i-Tree Hydro.
Figure 43 (Figure S6): The differences between average soil moisture deficit of the bulk area for two conditions of with and without green infrastructure linkage.
6 Synthesis and Future Work

This dissertation addresses the United Nations recommendations to implement nature-based solutions in achieving urban sustainability, with our focus on restoration of rivers and stormwater systems to improve water resources management, human wellbeing, and biodiversity. Based on the United Nations, the nature-based restoration approaches should be assessed to address the degradation in water quality and quantity caused by mismanagement in the urban systems where impervious cover decreases infiltration, warms runoff, and increases flooding. Two nature-based alternatives for addressing these concerns in water quality and quantity are riparian shading which provides shade effect and green infrastructure which increase the infiltration and evapotranspiration rates.

In this dissertation, C++ freeware computer algorithms were developed to simulate and design potential nature-based solutions. This research represented a) development of mechanistic computer models to simulate the thermal pollution in urban rivers and potential restoration alternatives to reduce the thermal pollution including riparian shade, stormwater infiltration, and mixing of river water and groundwater as hyporheic exchange; and b) development of mechanistic computer algorithms to simulate the impacts of permeable green infrastructure devices on urban stormwater runoff and the linking of stormwater infiltration with a catchment hydrology model simulating atmospheric, vegetation, and subsurface transfers of water. The newly developed i-Tree Cool River and updated i-Tree Hydro models were designed to bring
nature-based restoration alternatives to city planners and managers involved with urban systems.

The abstract of the 2nd chapter, A River Temperature Model to Assist Managers in Identifying Thermal Pollution Causes and Solutions, follows. Thermal pollution of rivers degrades water quality and ecosystem health, and cities can protect rivers by decreasing warmer impervious surface stormwater inflows and increasing cooler subsurface inflows and shading from riparian vegetation. This study develops the mechanistic i-Tree Cool River Model and tests if it can be used to identify likely causes and mitigation of thermal pollution. The model represents the impacts of external loads including solar radiation in the absence of riparian shade, multiple lateral storm sewer inflows, tributaries draining reservoirs, groundwater flow, and hyporheic exchange flow in dry weather steady flows and wet weather unsteady flows. The i-Tree Cool River Model estimates the shading effects of the riparian vegetation and other features as a function of heights and distances as well as solar geometry. The model was tested along 1500 m of a New York mountain river with a riparian forest and urban areas during 30 h with two summer storm events in 2007. The simulations were sensitive to the inflows of storm sewers, subsurface inflows, as well as riparian shading, and upstream boundary temperature inflows for steady and unsteady conditions. The model simulated hourly river temperature with an R2 of 0.98; when shading was removed from the simulation the R2 decreased 0.88, indicating the importance of riparian shading in river thermal modeling. When stormwater inflows were removed from the simulation, the R2 decreased from 0.98 to 0.92, and when subsurface inflows were removed, the R2
decreased to 0.94. The simulation of thermal loading is important to manage against pollution of rivers.

The abstract of the 3rd chapter, A model to Integrate Analysis of Urban River Thermal Cooling and Flood Risk in River Restoration, follows. River water quality and habitats are degraded by thermal pollution from urban areas caused by warm surface runoff, lack of riparian forests, and impervious channels that transfer heat and block cool subsurface flows. This study updates the i-Tree Cool River model to simulate restoration of these processes to reverse the urban river syndrome, while using the HEC-RAS model water surface profiles needed for flood hazard analysis in restoration planning. The new model was tested in a mountain river within the New York City drinking water supply area, and then used for base case and restoration scenarios on the 17.5 km reach of the Los Angeles (LA) River where a multi-million dollar riverine restoration project is planned. The model simulated the LA River average temperature in the base case decreased from 29.5°C by 0.3°C when warm surface inflows were converted to cooler groundwater inflows by green infrastructure; by 0.7°C when subsurface hyporheic exchange was increased by removal of armoring and installation of riffle-pool bedforms; by 3.6°C when riparian forests shaded the river; and by 6.4°C when floodplain forests were added to riparian forests to cool surface reservoirs and local air temperatures. The simulated decreases in river temperature lead to increased saturated dissolved oxygen levels, reaching 8.7 mg/L, up from the 7.6 mg/L in the base case scenario, providing improved fish habitat and reducing eutrophication and hypoxic zones.
The abstract of the 4\textsuperscript{th} chapter, Comparison of Urban Stormwater Runoff Modeling Performance By i-Tree Hydro and EPA SWMM, follows. Impervious landcover in urban watersheds have long been implicated in the decline of watershed integrity, due to its effects on stormwater runoff quantity and quality. To facilitate urban watershed management, hydrologic models are used to assess how stormwater runoff will respond to different management and land cover scenarios. This study aims to compare the runoff quantity estimates of two hydrologic models, the i-Tree Hydro model and the Environmental Protection Agency’s Stormwater Management Model (EPA SWMM), each using similar methods to represent impervious depression storage and infiltration, but different methods to represent pervious depression storage, canopy interception, evaporation, subsurface flow, and hydrograph routing. The models simulated a 2-hr design storm event at a 5-min time step for six distinct sub-basins totaling 11.7 ha in size, each with distinct land cover characteristics affecting runoff. To reduce differences in model predictions of runoff, inputs for both models set potential canopy interception and pervious depression to 0. The i-Tree Hydro model estimated a total effective runoff of 15.4 mm, 3\% higher than SWMM. The i-Tree Hydro model simulated a peak effective runoff of 3.6 mm, 5\% higher than SWMM. Both models estimated the same time to peak runoff, with SWMM using a kinematic wave algorithm and the i-Tree Hydro model using 2 calibrated parameters in a diffusive wave algorithm. The i-Tree Hydro model estimated a total infiltration of 8.5 mm, 1\% higher than SWMM and total evaporation of 0.8 mm, 40\% less than the SWMM. Based on this study, the
two models are equivalent in estimating total runoff, and can be adjusted to represent the same peak runoff characteristics.

The abstract of the 5th chapter, Development of Permeable Green Infrastructure Algorithms with Water-table and Vegetation Linkages in the i-Tree Hydro Model, follows. The United Nations advocates the use of green infrastructure devices in stormwater management to address the needs of urban sustainability, noting the devices can utilize stormwater for natural irrigation of urban greening projects, reduce pollution of receiving waters, and address water scarcity. Computer models that simulate green infrastructure within the catchment water balance are called for by the National Academy of Sciences. In this study, we update the urban runoff model, i-Tree Hydro, to represent the permeable green infrastructure water balance of ponding, infiltration, percolation, evaporation, and surface and subsurface drainage, and then link that balance with the catchment redistribution of subsurface water and water interception and evapotranspiration by vegetation. The green infrastructure devices modeled were bioretention basin, rain garden, infiltration trench, swale, and permeable pavement, with their design taken from the US Environmental Protection Agency’s Storm Water Management Model (SWMM). Each green infrastructure device was simulated within the i-Tree Hydro model, comparing its water balance against that of SWMM, for a 2-yr return interval, 2-hr duration design storm, on a 2.7 ha urban area, simulated for 12-hr at a 5-min time step. The updated model was then used to estimate how a bioretention device changes the catchment water balance for a 1-yr simulation. Results showed that for the five green infrastructure devices, the two models estimated infiltration within
10%, percolation within 5%, evaporation within 2%, surface outflow within 15%, subsurface outflow within 13%, and exfiltration to native soils within 4%. On average total runoff volume reduction estimated by the i-Tree Hydro model was 28%, 1.6% less than SWMM. The differences in the water balance of the two models are attributed to different soil moisture algorithms, with slightly different code structure for infiltration and percolation. The new i-Tree Hydro model helps advance nature-based design by connecting the permeable green infrastructure devices with the catchment redistribution of subsurface water and the vegetation processes of interception and evapotranspiration.

Future work to advance this research could include updates to the i-Tree Cool River and i-Tree Hydro models that make them more accessible for users, and thereby advance the United Nations goals for nature-based solutions. The i-Tree Cool River model currently requires users to obtain: 1) upstream boundary condition inflow rate and temperature data, 2) lateral inflow rate and temperature data for any storm sewer or tributary, 3) groundwater inflow rate and temperature data at each cross-section, 4) average air temperature data representative of the riparian tree cover, and 5) shade factor data representing the riparian cover influence on the river, as well as inputs of solar radiation, river channel geometry and morphology. If the i-Tree Cool River model were coupled with the i-Tree Cool Air model and an updated i-Tree Hydro model, within a Unified Hydro framework, it is likely to auto-generate for the i-Tree Cool River model the first 4 inputs listed above.
The riparian land cover inputs used in i-Tree Cool River model would be used by i-Tree Cool Air model to predict air temperatures associated with the riparian land cover. An updated i-Tree Hydro model would include the non-linear regression equation for estimating river water based on air temperature, used in Chapter 2 and 3 of this dissertation, and this would allow the i-Tree Hydro model to predict upstream and lateral inflow rates and temperatures for the i-Tree Cool River model. The i-Tree Hydro model could also provide groundwater inflow and temperature to the i-Tree Cool River model, based on i-Tree Hydro model estimate of subsurface flow, proportioned to the contributing area adjacent to each river bank, where contributing area is computed in the topographic index equations of the i-Tree Hydro model. Further, the i-Tree tools could be expanded to replicate the TTools algorithm used by Heat Source, described in Chapter 2, to predict the shade factor as an input for the i-Tree Cool River model.

The i-Tree Hydro model green infrastructure algorithms could be updated to include more advanced water quantity, transport, and water quality routines. The water quantity routines for green infrastructure are limited to permeable green infrastructure devices that allow for infiltration into the catchment subsurface aquifer and generate increased subsurface flow. The additional water quantity routines should include non-permeable green infrastructure devices, such as green roofs, roof top disconnects, and cisterns (e.g., rain barrels) used in the Storm Water Management Model, which do not connect to the catchment subsurface aquifer. The transport of the water in green infrastructure devices should be enhanced to allow for linking green infrastructure devices in a series, expanding the current default of sending device surface outflow to
the catchment outlet. This would allow simulation of any connections, such as a roof disconnect sending outflow water to a swale which then sends surface output to a bioretention basin.

Finally, the water quality routines should be expanded to simulate the build-up and wash-off processes, and water quality treatment within green infrastructure, which are algorithms within the Storm Water Management Model. The build-up would allow for simulation of water quality constituents, i.e., pollutants, within precipitation, dry deposition, and groundwater, as well as removal due to processes such as street sweeping. The wash-off of pollutants would be set to transport the built-up loads to green infrastructure devices, and the model should simulate the percent reduction or mass removal of pollutants. The International Stormwater BMP (best management practices) databased provides some estimates of pollutant removal rates by various green infrastructure devices.

These updates to the models would require new coding and refactoring for this Unified Hydro model framework, to provide the flexibility for the users to connect the related hydrological and energy balances and processes and represent the urban systems we are trying to sustain.
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Islamic Azad University, Science and Research Branch (MS), Tehran, Iran

2010 – 2013


Supervised by: Professor Mehdi Yasi
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Additional Research Achievement: Information School, Syracuse University, Syracuse, NY

2017 – 2018

- Performed net promoter score (NPS) analysis framework for hotels in R and evaluated key attributes affecting hotels net promote for the Applied Data Science course.
- Developed a blood bank management system using SQL/Access and created a user-friendly platform for the front-end user for the Data Administration Concepts & Database Management course.
- Developed model for predicting likelihood of permanent residency approval in United States for applicants holding H-1B visa in PySpark and got more than 95% accuracy in inquiries for the Advanced Information Analytics course.

TEACHING EXPERIENCE

- Led discussion sections, graded, explained, and held office hours for several courses as teaching assistant such as Fate and Transport of Contaminants in Environment, Mechanics of Materials, River Form and Processes, Senior Capstone Design, and Water, an Incredible Journey. 2015 – 2018
- Performed as structural analysis tutor for five undergrad students of Engineering Department in Urmia University which improved their grades by at least 25%. 2011 – 2012
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